


































































































308 Nativism, Empiricism, and the Development of Knowledge

influence for these developments is the prominence of con-
nectionist models of language, and most especially the
widely discussed connectionist model of the acquisition of
the morpheme -ed (Rumelhart & McClelland, 1986) and its
equally widely discussed critiques (Lachter & Bever, 1988;
Pinker & Prince, 1988).

Rumelhart and McClelland’s model of the acquisition of
-ed took as its focus the question of whether a connection-
ist device, composed of interconnected units that stored in
a superimposed fashion the thousands of tokens of past-
tense forms of verbs in English, could succeed in acquiring
a simulation of the “Add -ed” rule without explicitly ac-
quiring a “rule.” Their model argued (somewhat implicitly;
this wording is ours) that the superimposed frequency
of forms that end in -ed, distributed widely over verbs of
English whose stems were quite variable, could form the
basis for the learning of an apparent rule, and even for its
overgeneralization during early stages of acquisition.
Pinker and Prince (1988) subsequently argued convinc-
ingly that this simulation was accomplished incorrectly. It
exploited a distribution of tokens that changed over the
course of learning and contained at critical moments a fre-
quency distribution uncharacteristic of actual language
learners. In addition, Pinker and Prince (1988) and Lachter
and Bever (1988) showed that the connectionist device in
question contained within it architectural features that
mimicked linguistic rule-learning mechanisms, and, where
it did not, that it could not acquire the correct properties of
natural languages. Rebuttals of these critiques, and rebut-
tals of the rebuttals, continue (Daugherty & Seidenberg,
1992; MacWhinney & Leinbach, 1991; Marcus et al., 1992;
Marcus et al., 1995; Pinker, 1991; Plunkett & Marchman,

1991, 1993).

However one views the outcome of this interchange, it -

has provided important stimulation for rethinking the role
_of statistical information (including the frequency of word
forms as well as more complex statistics, such as their co-
occurrence or conditional probabilities) in the acquisition
process. This is in fact an old issue; statistical descriptions
of natural language structure (called “distributional analy-
sis”) formed the core of linguistics and psycholinguistics in
the 1930s to the 1950s (Bloomfield, 1933; Harris, 1955;
Miller, 1951), and critiques of this approach were the topic
of Chomsky’s earliest linguistic work (Chomsky, 1955,
1957). In the enthusiastic embracing of Chomsky’s impor-
tant critiques, however, the potential contributions of sta-

tistical information to the learning of languages have untjj
recently been neglected. Recent studies of linguistic input
taken from the CHILDES database (MacWhinney & Snow,
1990) have shown that the statistical features of input cor.
pora may provide potentially rich information for the jn-
duction of grammatical categories and other linguistic
structures (Brent, 1996; Finch & Chater, 1992; Mintz,
1996; Mintz, Newport, & Bever, 1995; Morgan, Shi, & Al-
lopenna, 1995; Redington, Chater, & Finch, 1993; all of
these studies follow up on important suggestions made by

\Yaratsos & Chalkley, 1980). In addition, recent empirical
studies of infants’ and children’s learning from input struc-
tured solely in terms of statistical information have shown
that they are surprisingly adept at acquiring such informa-
tion (Goodsitt, Morgan, & Kuhl, 1993; Morgan & Saffran,
1995; Saffran, Aslin, & Newport, 1996; Saffran, Newport,
Aslin, Tunick, & Barrueco, 1997).

The problem for statistical approaches to language
acquisition, noted by Chomsky (1955, 1957, 1988) and
others from the 1950s to the present, concerns what
might be called “the richness of the stimulus” (Gleitman
& Newport, 1995; “the poveérty of the stimulus problem,”
mentioned in earlier sections, is in some sense another
way of stating the same difficulty). There is an infinite
number of statistical computations that learners might in
principle calculate over a body of environmental input.
How do real learners hone in on just the right ones? Ex-
tant models of acquisition in a connectionist or statistical
framework, when they work, are thus far built by hand-
tailoring into the model just those computations that
solve the problem under study; in this regard, they could
be argued to instantiate domain-specific knowledge of
linguistic principles (the position on acquisition they at-
tempt to eschew). In the long run, a successful mecha-
nism will need to incorporate just those procedures or
architectures that are assumed to be involved in learning
(and no others), and to make explicit claims about the na-

' ture of these limitations.

Moreover, how can we account for creolization and sim-
ilar phenomena reviewed in earlier sections, which show
that language learners often build a structure that is not
represented in the input corpora from which they learn?
Again, models either will have to stipulate innate linguistic
constraints to solve such problems, or they will have to pro-
vide an account of the architectural features of a general
learning device that produce the right outcomes.
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the self (“egocentric” representations) guide actions such
as reaching, and representations of object positions relative
to other objects or to the larger layout (“allocentric” repre-
sentations) guide navigation and object localization from
novel points of observation.

A large variety of birds and mammals use allocentric
representations in preference to egocentric representations
when they attempt to locate hidden objects. Perhaps the
most striking demonstrations of allocentric representa-
tions come from studies of food-storing birds (see Krebs,
Hilton, & Healy, 1990, for review). Observations and ex-
periments reveal that such birds retrieve food that they pre-
viously buried in thousands of caches by drawing on
memories of the locations of the caches relative to a geo-
metric configuration of landmarks—a classic example of
an allocentric representation (e.g., Vander Wall, 1982). In
rats, the priority of allocentric over egocentric representa-
tions has been demonstrated in experiments that compared
the animals’ ability to learn to find a hidden object whose
location was specified either allocentrically or egocentri-
cally. One experiment (Sutherland & Dyck, 1984) was
based on the finding that rats submerged in a cylindrical
tank of water containing a hidden platform will seek to es-
cape from the water.by climbing on the platform (Morris,
1981). In different conditions of the experiment, the plat-
form was hidden either at a constant allocentric position
within the tank or at a constant egocentric position. Al-
though rats quickly learned to find the platform when its
allocentric position was stable, they were slower to learn to
locate the egocentrically specified platform and never
learned to swim to it directly. In this situation and others
(e.g., Montgomery, 1952; Olton & Samuelson, 1976; Tol-
man, 1948), adult rats appear predisposed to represent ob-
ject locations in allocentric coordinates.

Developmental experiments reveal that the ability to rep-
resent the allocentric position of a hidden object emerges at
about the same time that rats begin actively to explore envi-
ronments, at about 3 to 4 weeks of age. Exploration emerges
quite abruptly at this time, suggesting that its emergence
depends in part on a maturational change in the animals,
possibly timed to the onset of weaning (Nadel, 1990).

Like rats, human infants represent both the egocentric
and the allocentric positions of objects (e.g., Keating et al.,
1986; McKenzie et al., 1984; Rieser, 1979). In experiments
by McKenzie et al: (1984), for example, 6- and 8-month-old
children learned to look toward a given allocentric location

from two different facing positions. When they were subse-
quently rotated to a novel facing position, the infants
turned in a novel egocentric direction so as to look for the
event at a constant allocentric position. When infants are
trained to localize an object from just one starting position,

‘however, their performance contrasts with that of rats and

shows no preference for allocentric representations. For ex-
ample, Acredolo (1978) trained 6-, 11-, and 16-month-old
infants to anticipate, on hearing a bell, that a person would
appear in a particular spatial location. When the children
were turned to face in the opposite direction and the bell
sounded, nearly all the youngest children looked in the fa-
miliar egocentric direction to a new allocentric position.
Egocentric responding continued to occur at the older ages,
although its frequency declined with age. This research
suggests a developmental shift, over the first 2 years, from
preferential reliance on egocentric spatial representations
to preferential reliance on allocentric representations.

Numerous experiments have investigated the factors that
influence young children’s choice of reference systems
(see Acredolo, 1990, for review and discussion). Egocen-
tric behavior increases when children perform the same
response repeatedly (Bremner & Bryant, 1977), move pas-
sively from one location to another (e.g., Acredolo, Adams,
& Goodwin, 1984), or are tested in a symmetrical environ-
ment (Keating et al., 1986). A developmental increase in
reliance on allocentric representations coincides with the
onset of independent walking (Acredolo, 1990; Bertenthal,
Campos, & Barrett, 1984) and is enhanced by experience
in a walker (Bertenthal & Campos, 1990). Because pre-
locomotor infants already have the ability to form allocen-
tric representations, however, this ability evidently does
not depend wholly on the experiences children gain by
moving actively through the layout.

Spatial Language

Language gives children the means to talk about space.
Terms such as “left of ” and “north of ” capture the spatial
relationship between two objects in egocentric and allocen-
tric coordinates, respectively, and terms such as “in” and
“on” capture such relationships in object-centered coor-
dinates. It has been suggested that spatial language has
universal properties, including a restricted vocabulary cap-
turing qualitative relationships between the major axes of
objects but ignoring spatial details of the objects or metric
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universals, each language captures only a subset of the spa-
tial relationships that are represented by preverbal chil-
dren. Where different languages capture different subsets
of relations, speakers of those languages may differ in the
prominence they assign to different spatial relations and in
their abilities to represent conjunctions of spatial and non-
spatial information. Communication between speakers of
different languages initially may go awry as each interprets
the behavior of the other in terms of the relations privi-
leged by his or her own language. At bottom, however, all
speakers build their representations of the environment
from the same set of core systems.

Making and Understanding Maps and Models

The human species is unique not only in its ability to use
language to represent space but also in its ability to con-
- struct and use maps anid models of the environment. Like
spatial language, children’s use of maps develops gradu-
ally, well after they begin to navigate and represent the po-

sitions of themselves and of objects. Here, we discuss only -

one part of the large literature on the developing use of
maps and other spatial representations; we focus on chil-
dren’s emerging understanding of these representations
(see Liben, 1988, for a more complete review).
Experiments by DeLoache provide evidence for a strik-
ing developmental change in young children’s understand-
ing of scale models (see DeLoache & Burns, 1993, for
review). Beginning at about 3 years of age, children are able
to locate an object that is hidden in a room after viewing
the corresponding location of a miniature replica of the
object in a scale model of the room. Younger children do
not benefit from a scale model in searching for an object.
After watching the hiding of a miniature object in a scale
model of a room, for example, young children find it much
. easier to find the miniature object hidden in the model than
to find the real object hidden in the room (DeLoache,
1987). :

Why do scale models pose difficulties for young chil-
dren? One possibility is that geometric transformations,
such as the change in size from a large room to a smaller-
scale model, are problematic for children: Children may
fail to detect the spatial relations that are invariant over
these changes. A different possibility is that children de-
tect the relevant geometric invariants but fail to,understand

that a model is a representation that provides information -

about the environment.

An ingenious study by DeLoache, Miller, Rosengren,
and Bogart (1993; see also DeLoache, 1995) tested thege
two possibilities by presenting young children with a task
whose solution required the detection of the same geomet-
ric invariants as in the scale model task but required no un-
derstanding of models as representations. Children were

‘introduced to a machine that was said to make things

smaller, and the shrinking machine’s abilities were demon-
strated on a toy. Then the children were shown a full-size
room in which the toy was hidden, they were told that
the machine would shrink the room and toy, and finally
they were shown the scale model, which was described ag
the shrunken room. In these circumstances, children read-
ily found the hidden object in the model. Because this task
preserved the geometric component of the original task but
removed the symbolic component (i.e., children were led to
view the model as a transformation rather than a represen-
tation of the room), children’s success suggests that their
difficulty with models stems from limits on their under-
standing of representations, not limits on their sensitivity
to geometric invariants.

DeLoache’s experiment illustrates how studies address-
ing focused versions of the questions central to the na-
tivist-empiricist dialogue, probing both the’ capacities that
emerge as children begin to use maps successfully and the
capacities that exist prior to this development, shed light on
the nature of the processes by which children develop an
understanding of spatial representations. Her research sug-
gests that an understanding of representations undergoes

-developmental change in early childhood, but that an under-

standing of certain geometric transformations (similarity
transformations in this case) predates this change. This
finding opens the way to further study of the sources of
older children’s changing understanding and use of repre-
sentations—a central ability that appears to separate hu-
mans from other animals.

Explicit Knowledge of Geometry

At the pinnacle of human spatial knowledge is explicit,
statable knowledge of formal geometry. For most Western
adults, this knowledge includes all the axioms and some
of the theorems of three-dimensional Euclidean geométry,
as well as some theorem-proving procedures from elemen-
tary logic. For some adults, knowledge extends to certain
non-Euclidean geometries and higher-dimensional spaces.
What are the sources of this knowledge: Does the 6-year-
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Research in the tradition of the nativist-empiricist dia-
logue suggests that the commonsense assumptions em-
bodied in the above quotations and enshrined in the
postmodern and multicultural intellectual movements are
false. People from different cultures are not immeasur-
ably, unfathomably different. Rather, people differ in spe-
cific, understandable ways. Beneath these differences, the
knowledge, beliefs, and values of all people build on a
common foundation.

There is no mystery to why the commonsense thinking
of 20th-century humans favors the view that people of dif-
ferent cultures differ immeasurably, just as there is no mys-
tery to why the commonsense thinking of 10th-century
humans favored the view that the heavens rotate around a
stationary earth. People from different cultures act differ-
ently on the surface. They utter different sounds so as to
produce mutually incomprehensible languages. They eat

different food, wear differept clothing, and (at least until °

recently) listen to different music. They also go to different
churches, marry different numbers of people under differ-
ent sorts of arrangements, hold and transfer property dif-
ferently, and abide by different and sometimes mutually
incompatible conventions. Appearances favor the view that
people differ profoundly, just as the appearance of the sky
favors the view that the sun circles the earth.

Appearances can be misleading, however, and research
once again has revealed that they are. People differ from
one another in some ways and are the same in other ways.
The universal foundations of human cognition provide a
common ground on which the differences between people
can be described, understood, and bridged.

Where nativist claims have been shown to be true, they
illuminate the cognitive abilities that all humans share. By
finding and clarifying this cognitive common ground, re-
search in the nativist-empiricist tradition points the way to
a set of bonds that unite people across cultures and give
each person knowledge of all others. Because the abilities
shared by all humans form much of the foundation for the
abilities that distinguish us, the most divergent practices of
people in different cultures are built largely on a common
foundation. Culturally specific practices therefore reveal
capacities that are to some degree latent in all humans, and
an understanding of the practices of any group of people
sheds light on the capacities of everyone. Linguists have
appreciated this point for some time, for their research on
languages such as Mandarin or Walpiri has served to reveal

previously obscure features of languages such as Englich.
The same point applies to other cognitive abilities. For ex.-
ample, the Australian who travels great distances withoyt
map or compass, maintaining with exquisite accuracy 3
sense of his own changing position, exhibits a capacity for
dead reckoning that all humans possess, although many of
us make little explicit use of it. In the context of the na-
tivist—empiricist dialogue, human universals and humzn
differences are mutually illuminating, and contact with
people from different cultures sheds light on one’s own
culture and cognition.

Where empiricist claims have been shown to be true, we
have reason to believe that people in different cultures
could genuinely differ. Research in the tradition of the
nativist-empiricist dialogue enables us to discover what
those differences are, what has produced them, and what,
in principle, would change the conceptions that flourish in

‘'one’s own culture into conceptions that flourish €lsewhere

Despite Americans’ predilection for “left” and “right,” for
example, Americans can understand what Mayan villagers
mean when they speak of “the house to the north of the vil-
lage” and can even understand the advantages of the Mayar
terms. The differences between members of different cul-
tures are not unfathomable but rather are describable and
explainable in terms of differing experiences of quite spe-
cific kinds. These differences can be bridged—always in
principle and sometimes in practice—because the members
of a different culture are oneself as one would have been,
had one’s parents made the sound contrasts of their lan-
guage, or described object positions with respect to the
compass points. Describing and demystifying cultural dif-
ferences do not deny or deprecate those differences. It does
become hz_irder to argue, however, that the differences are

" ‘worth killing and dying for.

Because this is a landmark handbook, appearing on the
cusp of the third millennium and calling on its authors to at-
tempt, in a necessarily myopic way, to chart a course for fu-
ture research, we close by indulging our imaginations and
offering a vision for the study of human development. We
envisage a developmental psychology that acknowledges,
with respect and humility, an intellectual tradition that ex-
tends back to the beginning of recorded human inquiry. In
this field, questions about the inherent and the acquired, the
inevitable and the coincidental, the constant and the change-
able, the universal and the variable, are asked openly and
are answered not by prejudice or preconception but by evi-
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