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ABSTRACT

Prior studies have found that children are more likely to learn words that are frequent in
the input and highly imageable. Many theories of word learning, however, predict that
these variables should interact, particularly early in development: frequency of a form is
of little use if you cannot infer its meaning, and a concrete word cannot be acquired if
you never hear it. The present study explores this interaction, how it changes over time
and its relationship to syntactic category effects in children acquiring American English.
We analyzed 1461 monolingual English-speaking children aged 1;4–2;6 from the
MB-CDI norming study (Fenson et al., 1994). Word frequency was estimated from the
CHILDES database, and imageability was measured using adult ratings. There was a
strong over-additive interaction between frequency and imageability, such that children
were more likely to learn a word if it was both highly imageable and very frequent. This
interaction was larger in younger children than in older children. There were reliable
differences between syntactic categories independent of frequency and imageability,
which did not interact with age. These findings are consistent with theories in which
children’s early words are acquired by mapping frequent word forms onto concrete,
perceptually available referents, such that highly frequent items are only acquired if they
are also imageable, and vice versa.

INTRODUCTION

Language is an ability that is both universal and unique to humans. Despite the variability of
their circumstances, almost all human children quickly become fluent speakers of the lan-
guage (or languages) of their community. Between 12 and 30 months, American infants learn
around 300 to 1200 words (Bates et al., 1994; Hart & Risley, 1995; Robinson & Mervis, 1999).
While there is considerable variation in children’s vocabulary size (Bates et al., 1994; Braginsky
et al., 2019) and the specific words that they learn (e.g., Mani & Ackermann, 2018; Oshima-
Takane et al., 1996; Pine, 1995; Wallentin & Trecca, 2022) there is also a remarkable degree
of consistency across children and languages in the kinds of words that are acquired early and
those that are acquired later (Bornstein et al., 2004; Caselli et al., 1995; Fenson et al., 1994;
Gentner et al., 2001; Sandhofer et al., 2000). A central question for developmental psychology
is why some words are learned earlier than others. What are the characteristics of these
early-learned words and what does this tell us about the process by which children learn
them?
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Prior research has identified three factors that are particularly strong predictors of which
words children will acquire early. First, children are more likely to learn words that are more
imageable, or easier to picture in one’s mind (Braginsky et al., 2019; Gentner, 1982; Gillette
et al., 1999; Hansen, 2017; Hao et al., 2015; Ma et al., 2009; McDonough et al., 2011;
Smolík, 2019). Second, they are more likely to learn words that are more frequent in their
input (Braginsky et al., 2019; Gentner, 1982; Gillette et al., 1999; Goodman et al., 2008;
Hansen, 2017; Hao et al., 2015; Naigles & Hoff-Ginsberg, 1998). Finally, early on, children
are more likely to learn nouns and social words (e.g., games/routines, kinship terms), less
likely to learn predicates (i.e., verbs and adjectives), and even less likely to learn closed-class
words, such as articles (e.g., the) or prepositions (e.g., from) (Bornstein et al., 2004; Caselli
et al., 1995; Fenson et al., 1994; Gentner et al., 2001; Sandhofer et al., 2000). This remains
true even after controlling for differences in frequency and imageability (e.g., Hansen, 2017;
McDonough et al., 2011).

There is, however, a curious gap in this literature. Taken at face value, most theories
of word learning predict that frequency and imageability should interact, particularly
early in development. To learn a word, you must both encounter it and be able to derive
something useful from that encounter. For novice word learners, each instance of a
word whose referent is easily observed or imagined is likely to be more learnable than
each instance of an abstract word. Thus, we should expect to see an over-additive inter-
action between these variables. Encountering a word frequently is only useful if the
child can infer something about its meaning, and even the most imageable word cannot
be acquired if the child never encounters it. But to the best of our knowledge, this pre-
diction has gone unnoticed in the literature, and no one has ever reported an interac-
tion of this kind.

The present study has three goals. The first is to examine the interaction between fre-
quency and imageability in early word learning. The second is to explore whether this inter-
action changes over developmental time. As children mature, they may be better able to
learn words through fewer exposures, apprehend more abstract concepts, or use other infor-
mation to acquire abstract words. Such changes could reduce the importance of words
being both frequent and imageable resulting in a smaller interaction. Finally, we look at
whether the syntactic category of a word continues to predict its acquisition once this inter-
action is also accounted for. Because words from different syntactic categories differ substan-
tially in terms of their average frequency and imageability, it is conceivable that the category
effects will disappear when we model the interaction as well. In the remainder of the intro-
duction, we discuss: 1) why common theories of early word learning predict an over-
additive interaction between frequency and imageability, particularly early in development;
2) why syntactic category may play a role independent of frequency or imageability; 3) the
prior literature on which properties of words predict early acquisition; and 4) the goals of the
present study.

Contemporary Theories of Word Learning Predict a Frequency by Imageability Interaction

Theories of early word learning differ in many ways. Some theorists propose that concepts are
constructed as words are acquired (e.g., Smith et al., 2002; Xu, 2002), while others propose
that concepts are typically acquired prior to word learning (e.g., Gillette et al., 1999; Snedeker
et al., 2012; Snedeker & Gleitman, 2004). In some theories, the process of word learning is
gradual and continuous (e.g., Smith & Yu, 2008; Yu & Smith, 2007), while, in others, it is sud-
den and discrete (e.g., Medina et al., 2011; Trueswell et al., 2013). Nevertheless, every viable
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theory of word learning is the same in one respect: to acquire a new word, the learner must
encounter the word form in contexts in which they can infer its meaning. This is necessary for
the child to learn the form, the meaning, and their relation to one another.

This basic shared truth explains why frequency should affect word learning: children are
more likely to encounter common words than uncommon ones, and thus, all other things
being equal, they are more likely to encounter common words in interpretable contexts. In
this simple model, imageability can be interpreted as a proxy for the degree to which the
meaning of a word is likely to be accessible in any given situation. What makes more image-
able meanings more accessible varies from theory to theory. In theories in which concepts are
constructed as a part of word learning, imageability can be thought of as a proxy for the order
in which concepts are learned (more concrete ones first, then more abstract ones). In theories
in which concepts are largely constructed prior to word learning, imageability can be seen as a
proxy for the ease with which the meaning of the word can be inferred from non-linguistic
cues to the speaker’s intended meaning, such as eye-gaze, gesture, and the shared physical
environment (Gillette et al., 1999; Snedeker et al., 2012).

Critically, this shared understanding of word learning—that it depends on encountering
interpretable instances of the word in the input—makes two additional predictions. First, early
in word learning, there should be a strong over-additive interaction of frequency and image-
ability such that the child primarily acquires words that are both frequent and imageable. A
child might hear a word a million times, but if they cannot represent or identify its meaning,
then they cannot map the meaning to the form. For example, the is the most frequent word in
English (Davies, 2008), but it is unlikely that a child could determine its meaning until they
have learned the meanings of many other English words. Conversely, a word can be concep-
tually accessible to the child and highly imageable, but if the child never encounters the word,
they will not acquire it. For example, the concept of a yurt is concrete and presumably acces-
sible to young children, given the relevant experience. But few English-speaking infants hear
the word often enough to learn it. Thus, given the shared assumptions of contemporary word
learning theories, early in life children should primarily learn words that are both frequent and
imageable. More precisely, the average value of each learning instance should monotonically
increase with its accessibility (by proxy, its imageability) resulting in an over-additive
interaction.

Second, the strength of this interaction should decrease over time. The precise rea-
son for this prediction varies across theories. In theories in which concepts develop in
parallel with early words, more abstract concepts should gradually become accessi-
ble as the child gets older, allowing abstract but frequent words to be acquired. This
would result in a larger frequency effect, a smaller imageability effect and a smaller
interaction. On theories where vocabulary acquisition is largely a mapping problem,
like syntactic bootstrapping, the imageability bottleneck disappears as children acquire
new sources of information to solve the mapping problem (see e.g., Gillette et al., 1999;
Gleitman & Gleitman, 1992; Snedeker & Gleitman, 2004; Snedeker et al., 2007). When
children first begin decoding their language, they must infer a word’s meaning from social
cues and extralinguistic context, which strongly favors more imageable words. Older children
can use the co-occurrence of a novel word with known words and the syntax of the sen-
tence to make inferences about the message that the speaker is conveying and the likely
meaning of the unknown lexical items. This allows a wider range of contexts to be relevant
for word learning, resulting in a smaller imageability effect, a persistent frequency effect,
and a smaller interaction (since less imageable words can now also benefit from higher
frequency).
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Syntactic Category Effects in Early Word Learning

One of the most robust findings in developmental psychology is that composition of children’s
vocabulary changes over time (Bornstein et al., 2004; Caselli et al., 1995; Fenson et al., 1994;
Gentner et al., 2001; Kauschke & Hofmeister, 2002; Nice, 1925; Papaeliou & Rescorla, 2011;
Schults et al., 2012; for recent meta-analysis, see Braginsky et al., 2019). Children’s very first
words are primarily “social words,” such as names for people (“Mommy”), games and rou-
tines (“peekaboo”, “bye bye”) and common sounds (“meow”) (Caselli et al., 1999). As their
vocabularies grow, an increasing percentage of the words they know are concrete nouns,
such as the names of common objects (“cup”) or animals (“kitty”). The proportion of nouns
peaks around the time the child produces about 100 words. After this, children begin to learn
more predicates, including both verbs and adjectives (Bates et al., 1994). When the child’s
vocabulary reaches about 400 words, there is a systematic increase in the proportion of
closed-class items. This category consists of a diverse set of words that mark grammatical
functions, which in English includes articles, question words, modals and auxiliary verbs,
and prepositions.

This pattern has been documented most extensively in studies using parent checklists, such
as the MacArthur Bates CDI in American English and related instruments in other languages
(Bates et al., 1994; Bornstein et al., 2004; Braginsky et al., 2019; Caselli et al., 1995, 1999),
and the benchmarks above refer to the number of words that the child produces, as assessed
by these instruments. But the pattern is not unique to these checklists. The same broad shifts
have been observed in diary studies, direct assessments, and measures of spontaneous produc-
tion (e.g., Goldin-Meadow et al., 1976; Greenfield, 1978; Nice, 1925, for reviews see
Gentner, 1982). While there is some variability in early vocabulary acquisition across lan-
guages and cultures—Italian infants learn more words for family members (Caselli et al.,
1995) and Chinese children acquire more verbs (Tardif et al., 1999)—the shifts in vocabulary
composition are remarkably stable across a wide range of languages and learning contexts (see
Braginsky et al., 2019).

What is less clear is why there are syntactic category effects. There are two broad possibil-
ities, which are not mutually exclusive. The first is that differences between the categories can
be explained by differences in the frequency or imageability of words in that category. Across
languages, closed-class words are typically less imageable than predicates, which in turn are
less imageable than nouns (see e.g., Gillette et al., 1999; Hansen, 2017; Ma et al., 2009). Thus,
differences in imageability pattern with differences in acquisition probability in the expected
direction. The relationship between frequency and syntactic category is more complex: the
individual nouns that children encounter are on average less frequent than the individual
verbs, which in turn are far less frequent than the closed-class items (Goodman et al., 2008;
Ma et al., 2009; Sandhofer et al., 2000). In short, differences in frequency across these classes
pattern in the opposite direction of what would be needed to explain the syntactic category
effects. When both frequency and imageability are included in analyses both are reliable
predictors, but they do not eliminate the syntactic category effects (see e.g., Hansen,
2017). However, as we noted earlier, there are strong theoretical reasons for expecting that
these two variables are not in fact independent but instead have an over-additive interaction.
Such an interaction could potentially account for the category effects: it would, on average,
decrease the expected impact of frequency on closed-class words (which are highly abstract)
and increase the impact of frequency on nouns.

The other possibility is that syntactic category effects reflect properties of the word
learning process that cannot be reduced to frequency or imageability–features of
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acquisition that go beyond the simple consensus model described above. There are three
lines of research that make specific predictions about syntactic category effects in early
word learning.

First, syntactic category effects are predicted by theories in which early word learning is
guided by strong biases to map words to particular kinds of meanings, since words belonging
to favored categories should be acquired more readily than words with less favored mean-
ings. For example, Markman’s whole-object constraint (1990), which leads children to
assume that labels refer to whole objects, rather than to their constituent parts or properties,
predicts that children should learn many nouns more readily than verbs (since object kinds
are generally nouns). Related constraints like the shape bias, taxonomic constraint, and basic
level bias, would facilitate noun learning as well (Golinkoff et al., 1995; Landau et al., 1988;
Markman, 1990).

Second, syntactic category effects could arise from systematic differences in the position of
words in utterances that might affect how easy it is to segment and represent word forms.
For example, words that frequently occur in isolation are more likely to be learned before
15 months of age than words that rarely occur in isolation (Swingley & Humphrey, 2018).
While words of all categories can occur in isolation, many social words are habitually used
in this way (e.g., “hello”, “thanks” and “no”) and thus we might expect, all other things
being equal, that very young children would be more likely to learn social words, than
nouns, verbs, or closed-class items. For example, in English, common nouns often occur
at the end of an utterance both because in transitive sentences objects occur after verbs and
because new and focused information often appears in object position resulting in the use of
nouns in this position rather than pronouns. Children generally process and remember utter-
ance final words better than utterance medial words, presumably both because they are often
longer and louder (making them easier to recognize) and because they are less likely to be
affected by retroactive interference (Fernald et al., 2001; Peters, 1985; Slobin, 1985; Sundara,
2018).

Third, syntactic category effects are predicted on theories, like the syntactic bootstrap-
ping hypothesis, in which words systematically vary in the nature of the evidence that we
use to infer their meaning (Gillette et al., 1999; Gleitman & Gleitman, 1992; Landau &
Gleitman, 1985; Snedeker & Gleitman, 2004). Syntactic bootstrapping is rooted in the
observation that words from different syntactic categories tend to have different semantic
functions which are reflected in their relationship to both the physical world and to the
other words in an utterance. For example, nouns generally refer to specific individuals
of the relevant kind. These kinds are defined by properties (e.g., cat-ness, tree-ness) which
are independent of the event being described. Consequently, these meanings can often be
inferred by mapping the word to the object without knowing anything about the rest of the
sentence (Gillette et al., 1999; Snedeker & Gleitman, 2004; Medina et al., 2011). Predicates,
in contrast, are used to describe relations between event participants, states that may change
over time, or properties that are situationally relevant. Inferring the meanings of these pred-
icates, even when they are concrete, often requires identifying the entities under discussion
by using the nouns in the sentence and inferring the kind of event being described by using
the syntactic structure of the clause (Gillette et al., 1999; Snedeker & Gleitman, 2004). The
syntactic bootstrapping hypothesis argues that these systematic semantic distinctions result
in a steady shift in the kinds of words that children are able to acquire as their knowledge of
the language grows. While these differences in semantic function may be correlated with
differences in imageability, there is no reason to think that ratings of this kind would fully
capture these effects.
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Prior Findings on the Predictors of Early Lexical Acquisition

As we noted earlier, there is robust evidence that the imageability and frequency of a word
predict how early it will be acquired. Imageability is typically measured by asking adults to
rate the ease with which they can bring a mental image of the referent to mind (imageability) or
the degree to which the word refers to things that can be experienced through the senses
(concreteness, Paivio et al., 1968). These two kinds of ratings are very highly correlated
(see Methods) and appear to tap into the same underlying psychological construct (e.g., Scott
et al., 2019). For this reason, we will refer to the construct as imageability, and use the word
concreteness only when describing individual studies using this specific variable. Imageability
is a highly robust predictor of early word learning, producing strong effects regardless of
whether other variables such as frequency or syntactic category are present in the model
(Hao et al., 2015; Ma et al., 2009; McDonough et al., 2011; Smolík, 2019).

The effect of frequency is a little more complicated, but it emerges reliably so long as two
conditions are met. First, because frequency is negatively correlated with imageability and
systematically different across syntactic categories (Hansen, 2017; Hao et al., 2015;
McDonough et al., 2011), the simple correlation between frequency and age of acquisition
(or probability of acquisition) is often weak or even absent (see e.g., Goodman et al.,
2008). When imageability or syntactic category are included in the analysis, or when
the analysis is restricted to a single syntactic category, then frequency effects are consistently
present and typically quite large (Braginsky et al., 2019; Goodman et al., 2008; Swingley &
Humphrey, 2018). Second, word frequency distributions are highly skewed such that most
words are low frequency, while a few are highly frequent. Psycholinguistic research has con-
sistently found that the cognitive and linguistic effects of frequency are best captured on a log
scale (Baayen, 2001). Studies in which frequency is not log transformed often fail to find fre-
quency effects on the order of acquisition (Ma et al., 2009), while those with the transforma-
tion find large frequency effects (Swingley & Humphrey, 2018).

Several recent studies have simultaneously explored the effects of several different predic-
tors on the probability that word will be acquired. Four papers are particularly relevant to the
present project.

The first paper, by Braginsky et al. (2019), used a statistical approach similar to the present
paper: models were constructed to predict the likelihood of a child producing (or understand-
ing) a word, given the age of the child and a number of properties of the word itself. The
authors constructed models for ten languages based on parent report data from the WordBank
database, including English. For each language, they examined the subset of words that appear
on both the Words and Gestures form for infants (8–16 months) and the Words and Sentences
form for toddlers (16–30 months). The authors explored nine word-level predictors, as well as
the interaction of each of these predictors with age. All predictors were entered into the model
simultaneously. The strongest predictor, across languages and measures, was frequency. Con-
creteness and the interaction of age and concreteness also had robust effects on both compre-
hension and production. In addition, there were effects for measures of perceptual salience
(e.g., isolated word frequency and utterance final frequency), phonological complexity (e.g.,
number of phonemes) and a rating of the degree to which the word is associated with babies.
As their project differed in scope from our own, the authors did not test for the interaction
between frequency and concreteness, or for effects of syntactic category independent of fre-
quency and concreteness.

The second study, by Swingley and Humphrey (2018), used samples of an individual child’s
input to model the probability of that particular child producing or understanding a given

OPEN MIND: Discoveries in Cognitive Science 314

Early Words Are Imageable and Frequent Coffey et al.

D
ow

nloaded from
 http://direct.m

it.edu/opm
i/article-pdf/doi/10.1162/opm

i_a_00130/2358147/opm
i_a_00130.pdf by guest on 16 M

ay 2024



word by 12 or 15 months, as measured by the CDI Words and Gestures form. The authors
conducted multilevel logistic regressions with eleven predictors including a three-way syntac-
tic category distinction (parallel to the one above), frequency and concreteness. The analysis
began with the full model and predictors were removed based on criteria that included signif-
icance and improved model fit. Only interactions with the syntactic category variable were
tested. For comprehension, the authors found that word frequency was the strongest predictor,
with concreteness, syntactic category and frequency in isolation also predicting acquisition.
Word category influenced the size of the effect of frequency in isolation, which was found to
be stronger for closed-class items than nouns. For production, frequency, frequency in isola-
tion and syntactic category were reliable predictors. No effect of concreteness was observed.
As in Braginsky et al. (2019), the interaction between frequency and imageability was not
examined.

The third study, by Hansen (2017), tested a model predicting word learning in a sample of
6574 children used to norm the Norwegian CDI. This model included frequency, imageability,
word length, word class, and all their pairwise interactions, for a total of 10 parameters. Nouns
and predicates taken from the Norwegian CDI Words and Gestures (8–18 months) and Words
and Sentences (16–30 months) were included in this model. In contrast with the previous stud-
ies, which used mixed models, the authors conducted an item-based analysis predicting the
age (or vocabulary size) by which 50% of the children knew the word. All ten factors were
simultaneously included in the model and the beta-values and significance of each factor was
interpreted (as in the Braginsky et al., 2019 study). Frequency, imageability, word class and
word length all predicted an earlier production of a word. Critically, there was no reliable
interaction between frequency and imageability.

Finally, Smolík (2019) used frequency, imageability, word length, neighborhood density,
and word class to predict the age of acquisition for nouns and predicates in Czech. Their
study examined a sample of 493 children who were administered the Czech CDI Words
and Sentences form. They fit a multiple regression model using all their predictors with age
of acquisition as their dependent measure, similar to Hansen (2017). As predicted, they
found negative relations between age of acquisition and frequency and between age of
acquisition and imageability. Next, they fit models containing all their main effects plus inter-
actions, including frequency-by-imageability. Like Hansen, they found no significant effect of
this interaction in their model. The negative results reported by these two studies raise the
possibility that this straightforward prediction of current theories of word learning might well
be false.

Current Study

The present study addresses the three questions mentioned previously.

First, we will investigate whether the interaction between frequency and imageability pre-
dicts word learning over a model that considers the two independently. Although most theo-
ries logically predict an interaction between these two factors, to the best of our knowledge the
Hansen (2017) and Smolík (2019) papers are the only ones that have included this interaction
term. The failure to find this interaction, despite the large data sets (n = 6574 in Hansen), raises
the possibility that the two factors are truly independent, challenging our current theories of
word learning. Alternatively, the absence of this interaction could reflect limitations of these
studies such as: the omission of closed-class words and social routines from this analysis; the
use of a summary variable (age by which median child acquires a word) rather than individual
acquisition data; and the decision to test the interaction of imageability and frequency in the
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context of a single model with several other interaction terms, many of which are not reliable
predictors and have no obvious theoretical motivation. The present study addresses these con-
cerns by taking a theory-based hierarchical modeling approach to explore the effects of the
three most robust and well-studied variables on the probability that an individual child will be
reported to produce a word.

Second, we will explore whether the magnitude of this interaction changes with age. As
children become more linguistically competent, we expect that they will be increasingly able
to learn less imageable but more frequent words because their ability to infer the meaning of
these abstract words will improve. We also might expect that words that are relatively low in
frequency but high imageability are acquired as time goes by and children encounter these
rare but often memorable concepts (e.g., pumpkins and snowsuits). Prior studies have not
addressed this question either because they used dependent variables or data sets that do
not allow for comparison across age groups (Hansen, 2017; Smolík, 2019; Swingley &
Humphrey, 2018) or because they did not explore the interactions between word-level
variables (Braginsky et al., 2019).

Finally, we will also determine whether there are differences between syntactic categories
above and beyond the effect of imageability, frequency and their interaction. Prior studies
have consistently found syntactic category effects when frequency and imageability are
present in the model (see e.g., Hansen, 2017; Swingley & Humphrey, 2018). These effects,
however, might disappear when a predictor is included (the interaction term) that can
account for the early acquisition of words that are both highly frequent and imageable
(e.g., very common nouns), without also predicting the precocious acquisition of function
words and light verbs that are frequent but quite abstract.

We chose to focus solely on the production data from the Words and Sentences form of
the CDI for two reasons. First, parent reports of children’s production have greater test-retest
reliability and concurrent validity than parent reports of comprehension (Bates et al., 1988;
Fenson et al., 1994), perhaps because they ask about a behavior that is directly observable
rather than a cognitive state that must be inferred. Second, developmental shifts in lexical
production are most readily observed in the period between 16 and 30 months during which
combinatorial speech emerges, the proportion of nouns rises and declines, and the closed-
class vocabulary begins to emerge. The words on the Words and Sentence forms were selected
to capture the changes that happen across this age range. Many of these words are rarely
reported in the speech of younger infants and thus do not appear on the Words and Gestures
form for 8- to 16-month-olds. Thus, if we expanded our age range to include data from
younger children, but focused solely on the items that appear on both forms, we would have
decreased our ability to accurately assess the factors shaping word learning during these
critical transitions.

METHODS

Participants

We analyzed 1461 children from the MacArthur Bates Communicative Development Inven-
tory norming study (Fenson et al., 1994, 2007). Subjects were between the ages of 1;4 and 2;6
(M = 23.01, SD = 4.09) and consisted of 734 boys and 727 girls. Of these subjects, 697 were
first born, 490 were second born, and 269 were later born (birth order information from 5
children was not available). All children were monolingual English speakers with no reports
of atypical development. Maternal education ranged from 6–18 years (M = 14.32, SD = 2.36),
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with 989 having completed college and 471 having not (education information was not
available for one of the mothers).

Measures

Vocabulary. Data was collected using the Words and Sentences form of the MacArthur Bates
Communicative Development Inventory (CDI), a parent report of children’s expressive vocab-
ulary between the ages of 16 and 30 months. The form includes a checklist of 680 lexical
items organized into 22 semantic categories. For each item, parents indicate whether their
child has spontaneously produced this word previously. Vocabulary was coded as a binary
variable, 1 if the parent indicated that the child says the word, and 0 otherwise. Vocabulary
size in this sample spanned the full range of the instrument (M = 279.5, SD = 198.2, range:
0–680). The data was obtained from the WordBank online database (Frank et al., 2017).

Spoken Frequency. The spoken log-frequency of each vocabulary item was estimated from
speech corpora of American English drawn from CHILDES (MacWhinney, 2000). Transcripts
were included in the analysis if 1) they had the target child marked as *CHI, and 2) the age of
the child in the transcript was available. The final analysis included 1049 transcripts of child-
directed speech for children under 30 months (2,237,915 words), and 1067 transcripts for chil-
dren over 30 months (2,607,223). Total word frequency, as well as CDI word frequency, was
gathered using FREQ and FREQMERG programs in CLAN. Nine words from the CDI were
omitted from the analysis because they were listed in a way that made it unclear how to
calculate frequency in a consistent and unbiased manner. These words included three items
from the People subsection that identified a variable that would require hand coding of corpora
(e.g., “child’s own name”) and six items from the “Games and Routines” section that involved
multi-word utterances that were likely to be produced in variable ways across families and con-
texts (e.g., “gonna get you”). Thus 671 words were retained in our final analysis.

In determining the frequency of each word, we included morphological variants belonging
to the same syntactic category (e.g., walk, walks, and walking). A coder went through each of
the words and determined whether they were plausibly polysemous in child-directed speech.
Our enumeration of meanings was conservative: we required a distinction in syntactic cate-
gory (noun vs verb) or ontological category (animal vs food). Of the 671 words, 135 were
identified as potentially polysemous. For every word, we pulled 10 instances from CHILDES
at random (each from a different transcript) and coded whether the word has the intended
meaning. If all 10 instances of the word had the intended meaning, we calculated frequency
based on FREQ with no modifications. If any of the instances had another meaning, we coded
a total of 100 instances from CHILDES for their meaning and prorated the totals from the FREQ
calculations based on the percentage that had the intended meaning.

Imageability. To obtain judgments about word imageability, 30 adult participants were
recruited and surveyed on Amazon’s Mechanical Turk. Imageability was defined as the ease
with which a word arouses a mental image or sensory experience. For example, apple is a
highly imageable word, while fact which does not easily produce a mental image is not (Paivio
et al., 1968). Each participant was asked to rate the imageability of 340 CDI items, or half of
the inventory, on a seven-point Likert scale (see Table 1). Each word was disambiguated for its
syntactic category to ensure participants were rating the intended meaning.

Concreteness. Using the same procedure we used to collect imageability, we also collected
judgements about concreteness. Concreteness was defined as the ease with which a word can
be felt, heard, touched, or otherwise perceived in the world (Paivio et al., 1968). For example,
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cake can be perceived across many different senses (e.g., tasted, seen, smelled), whereas think
is more difficult to describe in sensory terms. As with imageability, each participant was asked
to rate the concreteness of half of our CDI inventory on a seven-point Likert scale. We found
that concreteness and imageability were found to be almost perfectly correlated with one
another (r (669) = 0.99, p < 0.001). Because of this, only imageability judgements were used
in our analyses.

Syntactic Category. Following previous studies, words were classified as either nouns, predi-
cates, social words, or closed-class items based on which semantic category they fell into
according to the CDI (Bates et al., 1994; Caselli et al., 1995). We deviated from the classifi-
cation schema of these studies by including two previously excluded categories, Time Words
and Places to Go, in our analysis as closed-class items and nouns respectively. This was done
to increase the coverage of our analyses. The words in each of these sections largely fall within
these syntactic categories and appear to develop along the same time course (Snedeker et al.,
2007, 2012).

Social words included Sound Effects, Games and Routines, and People. Some of the words
in this category, such as names for people, are clearly nouns in the adult lexicon. We chose to
code them as social words for three reasons: 1) this was the coding scheme used in the prior
Bates paper on which we based our analyses (see e.g., Bates et al., 1991); 2) Based on this
coding scheme Bates and colleagues had proposed that Social Words were typically produced
earlier than nouns, and it was this observation that we hoped to explore further in our analyses;
3) Many of these words are also initially used by children as proper names rather than com-
mon nouns (“Mommy” vs. “a mommy”) and thus may not require the same degree of gener-
alization as other nouns.

Nouns included Animals, Vehicles, Toys, Food and Drink, Clothing, Body Parts, Small
Household Items, Furniture, Outside Things, and Places to Go. Predicates consisted of Action
and Descriptive Words, corresponding to verbs and adjectives respectively. The remaining
categories (Time Words, Pronouns, Question Words, Prepositions, Quantifiers, Helping
Verbs, and Connecting Verbs) were included together as closed-class items. Categories were
coded as dummy variables (1 = membership, 0 = non-membership). In Figure S1, we have
plotted the compositions of children’s vocabularies by syntactic categories as their vocabu-
laries grow.

Statistical Analysis

Mixed effects logistic regression models were fitted to the data using glmer in the R package
lme4 (Bates et al., 2015; R Core Team, 2017), with whether a word was known or not known

Table 1. Summary word statistics by syntactic category: number of words, log frequency, imageability,
and average percentage of known across participants.

Total Social Nouns Predicates Closed

# of Words 671 57 334 166 114

Frequency (SD) 5.37 (1.85) 5.19 (1.9) 4.64 (1.46) 5.65 (1.66) 7.2 (1.73)

Imageability (SD) 4.89 (1.85) 4.72 (1.6) 6.32 (0.45) 4.03 (1.17) 2.03 (1.07)

Proportion known 0.41 0.54 0.46 0.37 0.25
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by a given child serving as the response variable. We used Nelder-Mead optimization to fit our
regression models (Nelder & Mead, 1965). We found that our models failed to converge when
using the default optimization method that lme4 runs. To ensure our results were not affected
by convergence failure, we used the function allFit to compare our regression coefficients
across different optimization methods. We found that each method produced almost equal
fixed effects estimates (see Figure S3 in Supplementary Materials). The base model contained
imageability, log-frequency, and child age in months, and random intercepts by subject
and by item. Next, we introduced the imageability-frequency interaction term, and finally
syntactic category. The best-fitting model was determined by conducting a forward step-
wise model comparison using log-likelihood ratio testing as each predictor was added. For
models containing category covariates, closed-class items were used as the contrast case.
In addition to these main models, we also ran an analysis exploring how age interacts with
our other predictors. This analysis was performed to investigate whether the effect of
frequency-by-imageability changed over development. Starting from the original model
containing our frequency-by-imageability interaction term, we introduced each by-age
interaction, going from imageability-by-age to frequency-by-age, and finally to the three-
way interaction term, comparing each model in a stepwise fashion as we had in our original
analysis. The models that we report here include random intercepts for both participants
and items. For each of our models, all continuous variables were centered and standard-
ized, and we converted the resulting logistic regression coefficients to odds ratios for
interpretability.

Supplementary Analyses

We also conducted another analysis where we divided our sample into three age groups (16–
20 months, 21–25 months, and 26–30 months) and conducted our primary analysis on each of
these datasets separately (rather than introducing age as an interaction term). The results of
these analyses can be found in Tables S1, S2, and S3.

RESULTS

Summary Statistics

Mean values for imageability, frequency, and word knowledge by syntactic category can be
found in Table 1 (see Figure S2 in Supplementary Materials for the distribution of imageability
and frequency values by syntactic category). Word imageability and log frequency were found
to be negatively correlated (Figure 1).

Is There an Interaction Between Frequency and Imageability?

To address our first research question, we constructed a series of models of gradually
increasing complexity (see Table 2). We began with our two-factor model containing both
frequency and imageability (Model 1). We found that both frequency (β = .85, SE = .07,
OR = 2.34; p < .001) and imageability (β = 1.07, SE = .07, OR = 2.91; p < .001) were
significant predictors of word knowledge in this model. As in previous studies, we found
that imageability and frequency are negatively related (r(669) = −.518, p < .001), which
explains why the odds ratio for both frequency and imageability increases when both are
included in the model.

We then added the frequency by imageability interaction term to our two-factor model
(resulting in Model 2). This model was a significant improvement over the additive model
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(χ2(1) = 42.45, p < .001), and the interaction term was significant and positively predictive of
word knowledge (β = .37, SE = .06,OR = 1.44; p < .001). The positive beta value indicates that
this interaction is over-additive: the probability of learning a word is greater when it is both
frequent and imageable. In Figure 2, we can see over-additive effects of the imageability-by-
frequency interaction on the probability a given word is known.

Table 2. Stepwise Mixed Effects Logistic Regression Models Predicting Children’s Word Knowledge.

Model 1 Model 2 Model 3

Intercept (Std. Err) −0.82*** (0.08) −0.64*** (0.08) −2.72*** (0.17)

Age 1.65*** (0.05) 1.65*** (0.05) 1.65*** (0.05)

Imageability 1.07*** (0.07) 0.93*** (0.07) 0.15 (0.09)

Frequency 0.85*** (0.07) 0.92*** (0.06) 1.07*** (0.06)

Frequency × Imageability 0.37*** (0.06) 0.31*** (0.05)

Predicate 1.49*** (0.17)

Noun 2.81*** (0.22)

Social 3.32*** (0.22)

Improved Fit? Yes Yes

ANOVA χ2 42.45*** 144.49***

Best fit at each step bolded. Best fit overall boxed.

’ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001.

Figure 1. Words plotted against imageability and log frequency by syntactic category.
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Do the Differences Between Syntactic Categories Persist After Controlling for the Interaction of

Frequency and Imageability?

Next, we added a final model to this series that examined the effects of syntactic category in
word knowledge (Model 3), by introducing the three category variables (using closed-class
items as our contrast case). The addition of these variables improved fit relative to the inter-
active model ( χ2(3) = 144.49, p < .001), demonstrating that the differences in acquisition
between different syntactic categories cannot be attributed solely to their differences in
frequency or imageability. In this model, each of the three parameters for the contrasting syn-
tactic categories was a significant predictor, indicating that social words, nouns, and predicates
are each more likely to be acquired than closed-class items. The frequency-by-imageability
interaction remained significant ( β = .31, SE = .05; OR = 1.36; p < .001), suggesting indepen-
dent contributions of this interaction and syntactic category to word learning.

Based on the prior literature we would also expect that nouns and social words would be
easier to acquire than predicates and that social words would be easier to acquire than nouns.
To test this possibility, we ran two more syntactic models (closely parallel to Model 3) on
subsets of the data. The first, excluded all closed-class items and treated predicates as the
contrast case with two syntactic category variables picking out nouns and social words.
We then compared the fit to a version of our interaction model (parallel to Model 2) run
on our dataset excluding closed-class items. We found that the addition of syntactic category
as a predictor still improved our model fit after excluding closed-class items. Both noun and
social word membership were positively predictive of word learning. We then replicated this

Figure 2. Contour plot illustrating the probability words are known given their imageability and
log frequency for our interaction model.
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analysis excluding both closed-class items and predicates and using nouns as our contrast
case. Again, we found that the model with a syntactic category variable provided a better
fit, demonstrating that children were more likely to know the social words than the nouns.
Thus, we conclude that differences in the acquisition trajectories for these four categories
cannot be attributed to differences in frequency and imageability, nor the interaction of the
two variables.

Does the Strength of the Frequency by Imageability Interaction Change Between 16 and 30 Months?

We also wished to examine whether age influences the impact of these predictors on word
learning. To accomplish this, we began from our frequency-by-imageability model and added
each by-age interaction term in a stepwise fashion (see Table 3). We found that adding
imageability-by-age to our base interactive model (Model 3) improved model fit (χ2(1) =
52.61, p < .001). The effect of imageability on word-learning was slightly decreased in older
children (β = −.03, SE = .004; OR = .97; p < .001). We also found that adding frequency-
by-age to a model that already contained imageability-by-age (Model 4) improved model fit
( χ2(1) = 207.79, p < .001). The effect of frequency on word-learning was increased in older
children (β = .06, SE = .004; OR = 1.06; p < .001), while imageability-by-age became non-
significant. To ensure the order in which we introduced these variables did not impact our
results, we checked to see if frequency-by-age alone improved fit compared to Model 2.
We found that adding this interaction term alone also improved model fit. Finally, adding
our three-way interaction term, imageability-by-frequency-by-age to the model with both
two-way age interactions (Model 5) also improved model fit ( χ2(1) = 70.16, p < .001). In this
final model, we found a negative three-way interaction of frequency, imageability, and age
(β = −.03, SE = .004; OR = 0.99; p < .001), suggesting that the positive effect of the
frequency-by-imageability interaction decreases with age.

Table 3. Stepwise Mixed Effects Logistic Regression Models Predicting Children’s Word Knowledge with Age Interaction (beginning with
Model 2 from Table 1).

Model 2 Model 3 Model 4 Model 5

Intercept (Std. Err) −0.64*** (0.08) −0.64*** (0.08) −0.63*** (0.08) −0.63*** (0.08)

Age 1.65*** (0.05) 1.65*** (0.05) 1.65*** (0.05) 1.64*** (0.05)

Imageability 0.93*** (0.07) 0.94*** (0.07) 0.93*** (0.07) 0.93*** (0.07)

Frequency 0.92*** (0.06) 0.92*** (0.07) 0.91*** (0.06) 0.91*** (0.06)

Frequency × Imageability 0.37*** (0.06) 0.37*** (0.06) 0.38*** (0.06) 0.38*** (0.06)

Imageability × Age −0.03*** (0.004) 0.01 (0.005) 0.06*** (0.004)

Frequency × Age 0.06*** (0.004) 0.02*** (0.005)

Frequency × Imageability × Age −0.03*** (0.004)

Improved Fit? Yes Yes Yes

ANOVA ChiSq 52.61*** 207.79*** 70.16***

Best fit at each step bolded. Best fit overall boxed.

’ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001.
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DISCUSSION

The current study has three primary findings. First, we discovered that young children mostly
learn words that are both frequent and imageable (or concrete). Specifically, the probability
that a toddler will be reported to produce a word is predicted by the interaction between its
frequency in child-directed speech and its imageability.

Second, we found that the magnitude of these effects changed with age. While the youngest
children primarily learn words that are both imageable and frequent (e.g., mommy), older chil-
dren benefit independently from each factor, acquiring words that are concrete but rare (e.g.,
pumpkin) or common but more abstract (e.g., nice). As a result, there was a reliable negative
three-way interaction of age, frequency and imageability (indicating that this effect declined
with age).

Finally, we found that a word’s syntactic category affected the likelihood that it was
learned, even after controlling for imageability, frequency, and their interaction. Across many
languages, it has been found that children tend to learn social words and nouns first, acquire
predicates such as verbs and adjectives somewhat later, and learn substantial numbers of
closed-class items even later (e.g., prepositions, articles, etc.). Our findings indicate that these
differences are not merely a manifestation of the interaction between imageability and
frequency.

As we noted in the Introduction, our first finding is predicted by all contemporary theories
of word learning and thus this result does not favor one of these theories over the others. If
experiences with imageable words are more informative than experiences with less imageable
words, then we should expect the effects of frequency to be greater for the imageable words,
resulting in an over-additive interaction. This is true on a theory in which infants incrementally
refine statistical distributions over possible meanings (e.g., Smith & Yu, 2008; Yu & Smith,
2007), and it is true on a theory in which learning is driven by the subset of cases in which
the context strongly favors a single meaning (Medina et al., 2011; Trueswell et al., 2013). Our
discovery is, nevertheless, theoretically constraining. This expected interaction was a critical
unnoticed and untested prediction of our theories of infant word learning. If it had turned out
to be false, we would have been forced to re-evaluate these theories to make sense of how
frequency could promote word learning to the same degree regardless of whether a word is
concrete or abstract. For example, this might have led us to reconceptualize imageability as an
attentional filter that could be overcome with greater frequency, with decrements in image-
ability trading off linearly with increments in log frequency.

In the remainder of this Discussion, we explore four issues raised by these findings, namely:
1) What do imageability ratings measure and how can we go beyond these ratings to under-
stand the underlying cognitive processes that link this construct to word learning? 2) To what
extent are these findings consistent with prior findings on the predictors of early vocabulary
acquisition and what might explain the differences? 3) What are the plausible explanations
for the observed effects of syntactic category, and how might they be tested? 4) What are
the limitations of the current study and how might they be addressed?

What is Imageability?

Imageability and its close cousin concreteness have a long history as variables in psycholin-
guistic studies stretching back to the early 1960’s (see Paivio et al., 1968 for review). Image-
ability is typically measured by asking people how readily a given word produces a mental
image. Developmental theories, however, do not assume that image generation itself is the
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mechanism driving the correlation between imageability and word learning. Instead, it is
treated as a proxy for one (or both) of two things. First, imageability can be viewed as an
indirect measure of the degree to which a concept is accessible to a young infant. For
example, infants might acquire the concepts encoded in highly imageable words prior to
word learning, making these words easier to learn. In contrast, less imageable words might
have meanings that the child can only conceptualize at a later stage of development making
these words impossible to learn at earlier ages. Second, imageability could be a proxy for the
informativity of each learning instance. Specifically, more imageable words are likely to
have more consistent and memorable perceptual correlates, making it easier for the learner
to figure out the circumstances that are reliably associated with word use, and thus the
meaning of the word.

The present findings are compatible with either of these hypotheses. If imageability is a
proxy for an absolute conceptual constraint, then we should expect to see an over additive
interaction with frequency, because at any given age, frequency will only be beneficial for
words that are conceptually accessible (high imageability words). This interaction should
get smaller over time as more concepts become cognitively accessible, leading to an increase
in the main effect of frequency. If imageability is a proxy for the average informativity of each
instance, then an interaction is predicted because the incremental effect of each instance the
infant encounters is greater for the more imageable words. As children learn more about their
language and are able to use linguistic context to infer meaning, the relationship between
imageability and informativity should break down, resulting in a smaller interaction and a
larger effect of frequency.

While the present data is consistent with either hypothesis, we believe that there are inde-
pendent reasons to think that the effect of imageability is primarily linked to informativity and
not conceptual accessibility. Specifically, the early vocabularies of internationally adopted
children, who begin acquiring English at 2;6 to 5;0, are quite similar to those of infants
who are learning English as a first language (Snedeker et al., 2007, 2012). Since these older
children presumably have access to the concepts available to other preschoolers, these
findings suggest that primary driver of vocabulary composition is changes in informativity as
one acquires a language, rather than maturational changes in the conceptual repertoire.
Systematic testing of this hypothesis would require modeling the effects of imageability, fre-
quency and their interaction in populations (like internationally adopted children) where
age and linguistic knowledge are not confounded.

Building a cognitive model of word learning will ultimately require that we move beyond
proxy variables like imageability and build working models of the conceptual substrate of
early word learning and how infants link the speech acts they observe to conceptual represen-
tations. Until we have such models, these proxy variables may be useful, both for describing
data patterns and generating hypotheses. But it would be a mistake to treat them as causal
factors in our theory of development.

Recognizing the limits of human ratings as variables is helpful in thinking through the rela-
tionship between concreteness and imageability. In our norming study, we found that image-
ability and concreteness were almost perfectly correlated (see Scott et al., 2019). This tight
correlation is somewhat surprising: concreteness is generally defined as a measure of how
abstract a word is (a construct similar to conceptual accessibility) while imageability is defined
as the ease with which it brings an image to mind (a construct that seems more intuitively
linked to the informativity of contexts). The fact that the ratings are so similar could reflect
a systematic overlap between two distinct and causally relevant variables or it could indicate
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that participants in our ratings tasks map these two instructions onto a single set of intuitions.
Critically, whatever the explanation might be, our findings show that there is no reason to
debate the relative value of these measures, and no support for the claims that they have a
different underlying distribution (contra Kousta et al., 2011). When concreteness and image-
ability are measured through participant ratings, they are not meaningfully different.

Integrating Our Study With Prior Work on the Predictors of Vocabulary Composition

Our study contributes to a growing literature on the role of imageability and frequency in early
word learning. These studies fall into two categories: 1) studies that do not test for the inter-
action of frequency and concreteness but use a logistic analysis, like ours, to assess the effects
of each predictor on the probability of acquiring the words. Our work complements this
research and is broadly consistent with it (i.e., Braginsky et al., 2019; Swingley & Humphrey,
2018); and 2) studies that test for an interaction of frequency and concreteness on a summary
variable (mean age of acquisition) and fail to find it (i.e., Hansen, 2017; Smolík, 2019). These
studies reach conclusions that are very different from ours. We suspect that this reflects limi-
tations of their summary variable.

Prior Studies of Frequency and Imageability Interactions. Our findings and conclusions are in
direct opposition to the findings of Hansen (2017) and Smolík (2019). Both papers considered
the impact of frequency and imageability on word learning in a single language (Norwegian
and Czech, respectively). Both papers used the age by which 50% of children were reported to
produce a word as their dependent variable. Both authors found that although there are effects
of both frequency and imageability on vocabulary, there is no evidence for an interaction
between these factors.

We see three possible explanations for the difference between our findings and theirs. First,
the difference in findings could, logically, be attributable to differences in how children
acquire English, as opposed to Czech and Norwegian. Perhaps there are differences in the
syntax of these languages, the properties of words, or in the kinds of input children receive
in these communities that lead to a difference in acquisition outcomes. While this is a logical
possibility, we think it is unlikely. We know of no property that Czech and Norwegian have in
common that sets them apart from English. By the most obvious metrics, Norwegian and
English are more similar to each other than either is to Czech (e.g., both are Germanic lan-
guages with relatively strict word order in which case is often unmarked). Furthermore, the
main effects of frequency and imageability seem to be very similar across a wide range of
languages (see Braginsky et al., 2019). Nothing in the Hansen or Smolík data suggests that
these factors behave differently in Czech or Norwegian, so it would be surprising if their inter-
action was different. Finally, as we noted earlier, the interaction of frequency and imageability
is a straightforward prediction of our shared model of word learning. If each instance of an
imageable word is less informative, we should expect an over additive interaction in early
word learning across linguistic environments. Therefore, we believe that linguistic differences
cannot explain these conflicting results.

The second possibility is that the differences in the findings reflect differences in the words
that were included in the analysis. In our study, we included nearly all words from the toddler
CDI: social words (including animal sounds and interjections), nouns, predicates, and closed-
class items. Both Hansen and Smolík included focused solely on nouns and predicates.
Closed-class items are characterized by very high frequency and very low imageability (see
Table 1 and Figure 1). Thus, they provide the data that is most challenging for a simple additive
model: any model that includes a positive effect of frequency and no interaction term is likely

OPEN MIND: Discoveries in Cognitive Science 325

Early Words Are Imageable and Frequent Coffey et al.

D
ow

nloaded from
 http://direct.m

it.edu/opm
i/article-pdf/doi/10.1162/opm

i_a_00130/2358147/opm
i_a_00130.pdf by guest on 16 M

ay 2024



to predict precocious acquisition of these terms. Social words, in contrast, vary considerably in
their interaction term and in their mean age of acquisition. Excluding both classes of words
could reduce the magnitude of the interaction effect.

Finally, the absence of an interaction term could reflect Hansen’s and Smolík’s decisions to
use a constructed variable (median age of acquisition) and a linear analysis. The presence or
absence of an interaction depends on the scale used to measure the dependent variable (as
well as the scaling of the predictor variables). Our dependent variable was closely linked to the
underlying structure of the data set (children are either reported to know a word or not) and the
psychological process that we believe it represents (does the child have a stable mapping for
the word that allows them to produce it). In contrast, the median age of acquisition provides a
concise summary of the data, but it has no clear interpretation at a cognitive or behavioral
level. Critically, these two dependent variables cannot be directly mapped to one another:
a word could have a median age of acquisition of 24 months and be known by 40% of 18-
month-olds, or it could be known by no 18-month-olds at all. Future work could explore these
three possibilities by comparing logistic analyses with age of acquisition analyses within each
language along with the effects of including or excluding social words and closed-class items
from the analysis.

Examining Syntax and Its Relation to Word Learning

Our findings shed further light on the consistent finding that children learn words from some
categories before others. Specifically, our models demonstrate that these differences cannot be
fully accounted for by the differences in imageability and frequency between the words in
these categories or, critically, by differences in the interaction between imageability and fre-
quency. Our findings on this point diverge from two other studies. Hansen (2017) found that
syntactic categories did not improve prediction of median age of acquisition beyond image-
ability for Norwegian nouns and verbs. McDonough and colleagues’ (2009) found that the
effect of syntactic category in English flipped direction when imageability was included in a
model predicting median age of acquisition. This raises the question of why words in some
categories are acquired before others. There are three broad classes of hypotheses that might
account for this pattern.

First, the differences could reflect language specific learning biases that privilege some syn-
tactic categories over others. For example, many of the word learning biases put forward by
Markman and others–such as the whole-object bias, the taxonomic constraint, and the shape
bias–would privilege hypotheses that would facilitate learning nouns for basic-level object and
animal categories (Landau et al., 1988; Markman, 1990; Smith et al., 2002). For example, a
child who initially assumes that a novel word picks out a taxonomic category of objects with a
consistent shape, should close in on the right hypothesis when hearing “ball” but not when
hearing “catch!”. To the extent that these biases are the product of early word learning (Smith
et al., 2002), their effects should overlap with other factors (like imageability and frequency)
that allow those first words to be acquired. Once the bias has been acquired, however, it could
have effects on vocabulary composition that go beyond these variables (e.g., benefitting a
noun more than a verb that is matched for frequency and imageability). This explanation
seems most plausible as an explanation for why nouns are acquired before verbs and
closed-class items.

Second, the category differences could reflect differences in the perceptual salience or posi-
tion of words which make it easier for learners to segment them from the speech stream and
learn their forms. Many social words are performatives that are likely to appear in isolation, a
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factor that is known to increase the probability of early acquisition (Swingley & Humphrey,
2018). Closed-class words tend to be short with reduced vowels. Closed-class words are also
often in the same prosodic phrase as an adjacent content word, potentially making them more
difficult to segment and perceive. In English, lexical nouns frequently appear at the end of the
utterance (in object position) where they are longer and followed by a pause. Previous studies
have found that length, position and use isolation are predictors of early learning (Braginsky
et al., 2019; Swingley & Humphrey, 2018). Nevertheless, in models where perceptual factors
and syntactic category are both included as predictors, the difference between nouns and
verbs persists (Swingley & Humphrey, 2018). This suggests that syntactic category differences
are not solely due to position. Additional evidence comes from studies of vocabulary acqui-
sition in languages with verb final word order–like Korean and Japanese. Children learning
such languages also acquire nouns, on average, earlier than verbs, suggesting that the differ-
ence between these two classes is not solely attributable to order (Bornstein et al., 2004; Frank
et al., 2021; Kim et al., 2000; Ogura et al., 2006). Future studies should explore whether the
effects of syntactic category, independent of position, persist when the interaction between
imageability and frequency are included in the model: both in English and in languages with
more verb-friendly syntax.

Finally, the effects of syntactic category on learnability could be linked to semantic differ-
ences between these classes which are not fully captured by measures like imageability. One
candidate is the semantic function of different words. Most nouns in child-directed speech
refer to entities (e.g., objects or animals) that are stable over time and space. Verbs, in contrast,
refer to events which are short lived. The meaning of a noun is largely independent of the other
words in the sentence (e.g., a piano is a piano regardless of whether it is played or sat on),
while the meaning of a verb often depends on the arguments it takes (e.g., playing a piano vs
playing a game). Most nouns in children’s early vocabulary group individuals into categories
(i.e., kinds) on the basis of stable properties (e.g., cats generally continue to be cats and cups
continue being cups) while verbs might apply to an individual one moment but not the next
(e.g., in a good conversation the listeners and the talkers are constantly changing). For these
reasons, it is difficult for even knowledgeable adults to infer the verb that is being used in a
sentence from visual context alone (Gillette et al., 1999; Snedeker & Gleitman, 2004). In con-
trast, many of the nouns in child-directed speech can be easily identified just from the visual
context (Gillette et al., 1999; Medina et al., 2011). Verbs become far easier to identify, when
adults are given information about either the syntax of the sentence, or about the nouns that
occur with the verb (Gillette et al., 1999; Snedeker & Gleitman, 2004). This suggests that
knowing some nouns may be a prerequisite to learning many verbs. Difference in meaning,
reference and semantic complexity could also play a role in precocious acquisition of social
words and the delayed acquisition of closed-class items. Many social words are performatives
(choo choo, bye). These words do not necessarily have a referent (or a syntactic category).
They are steps in a ritual, to be uttered at the right time and in the correct context. Thus, a
child can learn them without identifying the adult conceptualization of the event, breaking
it into pieces and mapping the word to the correct conceptual chunk. Instead, the child just
has to identify the contexts in which the ritual happens and when they should perform their
part. Closed-class items, in contrast, are often modeled as high-level functions that take nouns,
verbs or even whole clauses as their arguments. While these semantic dimensions are clearly
correlated with imageability, this correlation is unlikely to be perfect (“hi” is abstract but not
semantically complex). Future work could explore the role of factors that capture these core
conceptual distinctions and their relation to imageability, syntactic category and the acquisi-
tion trajectory.
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Limitations

There are several limitations to this study. First, we only explored vocabulary development
between the age of 16 and 30 months. While our theories of word learning predict that this
interaction should be present in even younger children, we chose not to include the norming
data for the infant CDI (ages 8–16 months) which assesses both comprehension and produc-
tion. This decision reflected three considerations. First, many children are reported to produce
few or no words at these ages, limiting the power of a model focused solely on production in
this age group. Second, while there is evidence validating the CDI comprehension measure as
an aggregate variable, there are also reasons to believe that it is a less accurate measure at the
level of individual words. When parents are asked what words their child says, they may
search their memories for what they have heard. When they are asked what words their child
understands, they must make more complex inferences based on children’s responses to
whole utterances in rich contexts. In the absence of clear data, a parent may rely on their
implicit theory of development (or their child) rather than concrete experiences. Finally, and
most critically, the infant CDI may not include the range of words needed to observe this inter-
action. The infant form contains a subset of the words from the toddler CDI. Many of the words
that are absent from the infant CDI are words that are extremely high in frequency, extremely
low in imageability, and rare in early speech (e.g., the, a, she, he, think). Others are words that
are low frequency but imageable (pumpkin and popsicle). We suspect that this reflects that
procedure by which the instruments were constructed: words were initially selected based
on their appearance in records of children’s early vocabularies and were retained as the instru-
ment was refined based on their ability to capture individual and developmental change. As a
result, words that were rarely uttered by children under 16 months were eliminated from the
infant form. Our findings, based on the youngest kids tested with the toddler form, suggest that
at even earlier ages, children are primarily producing words that are both imageable and fre-
quent. But this pattern would be difficult to detect in an instrument in which few of the other
words remain. Nevertheless, our current theories of word learning clearly predict that this
interaction should be present in the youngest word learners and in comprehension as well
as production, provided that we have valid measures that include a wide-enough range of
the words. The concerns raised above suggest that future studies should also consider analyz-
ing children’s vocabularies relative to all words that they have been exposed to, rather than
relative to a set of words that other children acquired fairly early in life. Doing so would
require different methods of data collection.

A further limitation of our study is that it focuses solely on English. Braginsky and col-
leagues’ analyses of CDI data from 10 languages strongly suggests that predictors of acquisi-
tion are broadly similar across languages. There are two reasons, however, to question
whether the patterns that we observed here would appear in other languages. First, as we
noted earlier, the absence of a frequency-by-imageability interaction in Hansen (2017)
(Norwegian) and in Smolík (2019) (Czech) raises the possibility that this effect varies
across languages or learning environments. Second, there is a large literature exploring the
degree to which there are cross-linguistic differences in syntactic category acquisition. For
example, the early bias for nouns does not seem as pronounced in Mandarin Chinese as in
other languages (Braginsky et al., 2019; Hao et al., 2015). This phenomenon has been tied to
different properties of the language. For example, predicates seem to receive higher image-
ability ratings on average in Mandarin than in English, perhaps making these words more
easily learned at an earlier age (Ma et al., 2009). In addition, caregivers speaking these
languages seem to produce more predicates in child-directed speech, making them more
accessible earlier on (Tardif et al., 1999). Mandarin also permits subject and object omission,
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meaning that predicates are more likely to be encountered alone (Lee & Naigles, 2005). An
analysis exploring syntactic category effects in relation to imageability, frequency, and their
interaction, could help address the question of whether there are differences in the word
learning strategies of the Mandarin and English learners, or just differences in the outcomes
due to differences in the inputs.

Finally, our analyses did not incorporate many of the variables that have been explored in
previous papers. As a result, we cannot assess the degree to which the interaction that we
observed can account for these effects or whether controlling for these variables would elim-
inate the syntactic category effects. The value of such analyses depends on the following: the
degree to which we believe that the variable in question is available to young children,
whether we have a model of how it might influence acquisition (allowing us to scale the var-
iable appropriately and focus on the most relevant interactions), and our understanding of how
the effect of that variable might change over development. From this perspective the variables
that seem most critical for future models are phonemic length and complexity and measures of
perceptual salience such as frequency in isolation and frequency in utterance final position.
Complexity might be construed as a filter on production, affecting that probability that
the child who has successfully mapped a word (perhaps on the basis of its frequency and
imageability) is able to produce a close enough approximation to be credited with using it.
This could result in a three-way interaction. Curiously, neither Braginsky et al. (2019) nor
Swingley and Humphrey (2018) found that measures of complexity (length and phonotactic
probability, respectively) were reliable predictors of English language production. However,
Braginsky found length to be a robust predictor of production across languages. This could
potentially reflect differences in cultural practices around the interpretation of child utter-
ances. Measures of perceptual salience, in contrast, have been consistently associated with
higher probability of early acquisition (Braginsky et al., 2019; Swingley & Humphrey, 2018).
These are most readily construed as modulators of frequency or alternative measures of fre-
quency: variables that affect whether a given instance of a word is perceived at all at a given
age. For this reason, we would expect that they would interact with imageability and age.

Conclusion

Understanding the course of early vocabulary acquisition is central to refining our theories of
language development and conceptual development. Previous work had found that children’s
early word learning is affected by both frequency and imageability (or concreteness). The pres-
ent study finds that this description is incomplete: early vocabulary is shaped by the interaction
of these variables such that young children are primarily learning words that are both highly
common and highly imageable. While this interaction was a straightforward prediction of
contemporary word learning theories, there was no prior evidence supporting it. In addition,
we find that this interaction declines with age and does not fully account for the acquisition
differences across syntactic categories.
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