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ABSTRACT

Natural languages contain systematic relationships between verb meaning
and verb argument structure. Artificial language learning studies typically
remove those relationships and instead pair verb meanings randomly with
structures. Adult participants in such studies can detect statistical regularities
associated with words in these languages and their use of novel words will
adhere to those statistical regularities. However, word use in natural lan-
guages is associated with more than distributional statistics. Using an artifi-
cial language learning paradigm, we asked how a relationship between verb
meaning and sentence structure affected learning and structure general-
ization. Twenty-four English-speaking adults watched videos described in an
artificial language with two possible sentence structures. Half of the partici-
pants (statistics-only condition) learned a language with no relationship
between verb meaning and sentence structure. The other half (semantics
condition) learned a language in which verb meaning predicted which
structures a verb occurred in. Although all learners were able to comprehend
the learned structures with novel verbs, participants in the semantics condi-
tions made grammaticality judgments and productions with novel verbs that
were more consistent with the target language than participants in the
statistics-only condition. The availability of semantic cues to verb subcate-
gory supports artificial language learning.

For over 50 years, artificial language learning paradigms have been used to probe language learning
processes in people of all ages. Because artificial languages allow researchers to tightly control
participants’ experience with various aspects of a language, this work has provided a window into
the components of language experience that are necessary and/or sufficient for language learning to
occur. Such work has successfully demonstrated that learners of all ages can detect statistical and
structural regularities in both auditory and visual language-like stimuli. However, the majority of this
research has not examined a key component of natural languages: relationships between form and
meaning. Because adults can learn artificial languages in the absence of these relationships, we might
conclude that form and meaning relationships are unnecessary for language learners, provided that
distributional statistics are reliable. Alternatively, learners may use form-meaning relationships to
support extension of structures to new lexical items and to reinforce their understanding of how
specific words are used. The present study asked how a relationship between verb meaning and
sentence structure affected adults’ comprehension and use of attested verbs in an artificial language, as
well as how adults would use that relationship to guide generalizations about unfamiliar words.

The ability to precisely control learners’ experiences makes artificial language tasks ideal for
examining how learners can use various sources of information to extract structure from
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language-like stimuli. Findings from artificial language learning studies have indicated that
many levels of linguistic structure can be learned at least in part from statistical information
alone. In lab settings, infants have shown impressive skill at detecting regularities in the speech
stream and using that information to segment words, form distributional categories, detect
relationships between adjacent words, and extract abstract patterns (Gomez & Gerken, 1999;
Goémez & Maye, 2005; Marcus et al.,, 1999; Saffran et al,, 1996). They can also use statistical
information to narrow phonemic categories and to learn phonological alternations (Anderson
et al., 2004; White et al.,, 2008). Adults and children use factors such as co-occurrence prob-
abilities to detect phrasal structure in an artificial language and can do so in both the auditory
and visual modalities (Saffran, 2001, 2002). Additionally, adults can use overlapping distribu-
tional contexts to draw conclusions about the likely distribution of a new word experienced in
only one context (Reeder et al., 2013). All of these findings come from studies of learners’ ability
to extract patterns from non-referential language-like stimuli. While impressive, this ability is
only one part of the language learning process, as true linguistic mastery additionally involves
connecting forms with meanings.

A number of studies have extended distributional learning paradigms to address how distributional
factors present in natural language might facilitate the acquisition of meaningful structures.
Casenhiser and Goldberg (2005) found that verb frequency can affect how well children acquire
construction meaning in a learning scenario involving familiar English nouns, novel verbs and a novel
construction. Participants who heard one verb several times in this construction and other verbs only
once performed better on a comprehension task than those who heard all of the verbs an equal number
of times. This finding indicates that an uneven distribution of verbs in constructions supports
construction acquisition, which dovetails well with the tendency for a small number of verbs to
comprise the majority of instances of a construction in natural language. Casenhiser and Goldberg
were not directly concerned with the relationship between verb meaning and constructions as part of
the learning process, but rather with how distributional properties of language experience affect
learning of construction meaning. Similar studies have found that skew in the number of lexical
types used in a structure can affect generalization and production of novel argument structures and
noun classes by both adult and child learners (Wonnacott et al., 2012, 2017).

Wonnacott et al. (2008) used an artificial language learning paradigm to demonstrate that adult
learners are adept at picking up on the distribution of verbs across constructions and at generalizing
that distribution to new verbs. Participants in these studies learned a small artificial language contain-
ing two argument structures and were tested on their ability to understand, produce, and judge the
grammaticality of utterances containing the verbs used during the learning stage as well as some to
which they had only limited exposure. Adults used the distribution of verbs in argument structures to
guide their interpretation and production of the language, but they did not tend to over-generalize.
When presented with novel verbs, learners used those verbs in a manner consistent with the
distribution of verbs in their experience with the language, favoring the structure that they had
heard more frequently (See Wonnacott, 2011, for similar results with child learners in a simplified
paradigm.).

Further research using similar methods investigated other factors that might affect how adults use
novel verbs in a recently learned artificial language. Perek and Goldberg (2015, 2017) showed that
adults generalize novel verbs more readily in artificial constructions that alternate due to differences in
construction function, as opposed to those that alternate for no reason. In these studies, the two
constructions in the artificial language had different meanings, which impacted learners’ use of the
constructions with novel verbs, but verb meaning was not itself a predictor of argument structure.
Thothathiri and Rattinger (2016) also demonstrated that adults can learn a relationship between event
type and sentence structure and use that relationship to guide their use of novel verbs. In that study,
verb meaning was independent from structure, but the interpretation of a third noun as either an
instrument of the verb or a noun modifier depended on which sentence structure was used.
Participants successfully used the association between event structure and sentence structure to
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guide their descriptions of events, indicating an ability to integrate both distributional and semantic
cues in language learning.

The studies described in the preceding three paragraphs all involved artificial languages with
a visual reference world. The use of a reference world in these studies allowed researchers to examine
a broader range of linguistic competencies than would have been possible using auditory exposure
alone. The sentences had meaning and argument order was critical for distinguishing the two
structures, which allowed researchers to consider comprehension and production, in addition to the
grammaticality judgments usually obtained in artificial language studies that do not involve reference.
Additionally, the referential context may have facilitated learning (Moeser & Bregman, 1972; Morgan
& Newport, 1981).

Opverall, previous work with artificial language learning by adults has revealed that learners are
adept at using distributional statistics to discover a wide range of properties of artificial languages.
In the particular domain of argument structure, learners use the distribution of verbs in structures
to restrict their use of those verbs and to make predictions about the behavior of new verbs.
Distribution is a powerful source of information about language structure and verb subcategoriza-
tion. Furthermore, artificial language studies have shown that learners can leverage a relationship
between sentence structures and event structures to support their use of verbs in previously
unattested structures. What remains unexamined in an artificial language context is how other
cues to subcategorization, such as verb meaning, might impact the learning and generalization of
sentence structures. These interactions have been studied primarily in the context of natural
language learning.

Verb meaning is a known predictor of argument structure (Levin, 1993; Pinker, 1989) and can
contribute to natural language learning in a number of ways. For example, learners can use the
argument structure of a verb to determine its meaning (i.e., Syntactic Bootstrapping; Gleitman, 1990;
Yuan & Fisher, 2009). Learners might also use verb meaning to determine the meaning of a particular
argument structure (i.e., Semantic Bootstrapping; Pinker, 1989). Meaning can help learners restrict
their generalization of new verbs to an argument structure (Gropen et al., 1989) and affects accept-
ability judgments of novel verbs (Ambridge, Pine, & Rowland, 2012).

Children are aware of the relationship between verb semantics and argument structure and use it as
a cue for constraining overgeneralizations. For example, in a production task, 7-year-old children used
the meaning of a novel dative verb to determine whether that verb occurred in both forms of the dative
alternation or whether it was restricted to only one (Gropen et al., 1989). Even younger children were
able to use meaning to constrain their use of locative verbs (Gropen et al., 1991). Adults have also been
shown to use verb meaning to make judgments about the grammaticality of novel verbs in the dative
alternation, but children aged 10 and younger did not use that information in the same task
(Ambridge, Pine, & Rowland, 2012). In grammaticality judgment tasks with familiar verbs, adults
and older children were influenced by both verb meaning and verb frequency (Ambridge, Pine, &
Rowland, 2012), while younger children’s grammaticality judgments were influenced by meaning to
a lesser degree than they were by frequency (Ambridge et al., 2014).

While such findings indicate that language users are aware of the relationship between verb
semantics and argument structure, the use of familiar words and alternations makes it challenging
to use these data to address how distribution interacts with meaning in language learning. In
particular, the work by Ambridge and colleagues found that children and adults give different weight
to distributional and meaning cues when making judgments about word use in a familiar alternation.
That might lead us to conclude that distributional cues are used for the first phases of language
learning and that meaning is only incorporated into language after a distributional basis has been
established (See Culbertson et al., 2017; Stefanowitsch, 2008; Tomasello, 2003; Wonnacott et al., 2008,
for discussion of similar ideas.). Alternatively, meaning might operate as a cue to which argument
structures a verb is allowed to occur in only when distributional information cannot, as may happen
with unfamiliar or low frequency words. Another possibility is that learners use both cues at all times
during the process and that the availability of both semantic and distributional cues to verb
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subcategorization would increase learners’ consistency in their judgment and use of both learned and
novel verbs in newly learned argument structures.

A small number of studies have used artificial language paradigms to investigate the learning of
lexical classes, specifically noun classes, and have found that semantic information was not generally
prioritized by language users. Although these studies are not focused on argument structure learning,
they do inform the extent to which learners will use semantic, as opposed to statistical or phonological,
cues to make generalizations about membership in a grammatical subclass. Some work on learning of
natural noun classification systems has suggested that learners prioritize phonological information
over semantic information in learning noun classes, even when phonological information is the less
reliable cue (Gagliardi & Lidz, 2014). However, Culbertson and Wilson (2013) demonstrated that
adults can learn a noun classifier system that is based solely on semantic properties, indicating that
learners are able to use meaning as the basis for classification of words when that is the available cue.
Culbertson et al. (2017) argued that learners prioritize other cues over semantic information because
meaning is available to learners later than distributional or phonological information and is less
salient. These findings together suggest that adult learners may not use meaning to guide verb
subcategorization in an artificial language learning task, as long as distributional information is
reliable.

Artificial language learning paradigms have mostly focused on statistical cues such as distribution
and frequency, although some research on artificial noun classes has incorporated meaning as a cue to
subcategorization. However, natural languages include a range of cues to structure. In particular, verb
argument structure is closely tied to verb meaning. Although a number of studies on natural language
have examined that relationship, those studies were unable control the distribution of particular items
or the reliability of cues in the learner’s experience. To assess whether language learners can use
semantics to learn verb subcategories, this study directly manipulated the relationship between
sentence structure and verb meaning in a miniature artificial language learning paradigm with adults.

This study used an artificial language learning paradigm modeled on that used by Wonnacott et al.
(2008). Participants watched scenes described in the artificial language over three learning sessions,
followed by two testing sessions. The key difference between this study and the first experiment in
Wonnacott et al. (2008) was that this study had two between-subjects conditions: one which replicated
the previous work by randomly associating verbs with subcategories and one in which verb meaning
predicted verb subcategory. If learners do not use meaning to support learning of distributional
subcategories of verbs, we would expect no difference in learning between these languages because
both languages contain the same amount of distributional information. If adults only use verb
meaning as a cue to subcategory when distributional information is absent, we should find that
participants in both conditions show similar consistency with familiar verbs, but that learners in the
meaning condition use semantic information to guide their use of novel verbs. If meaning and
distributional cues are used in tandem, we should expect participants in the meaning condition to
be more consistent in their judgment and use of both familiar and novel verbs than those in the
distribution-only condition.

Method
Participants

Participants were 24 adults between 18 and 35 years of age, all of whom had English as their
first language. Thirteen were female and 11 were male. Participants were paid per session for
their participation in the study and received a monetary bonus for completing all five sessions.
All five sessions were completed within a two-week span with at least 24 hours between
sessions and a maximum of 4 days between consecutive sessions. An additional 3 participants
began the study, but did not complete it due to illness or time constraints (2) or failure to
comply with instructions (1). Two more participants completed the study, but were excluded



LANGUAGE LEARNING AND DEVELOPMENT . 5

from the final analysis. One of these participants was removed due to experimenter error
during the learning phase and the other failed to produce utterances consistent with the
language on more than half of the trials in the testing phase. There were 12 participants in
each of the two learning conditions. This final sample size was based on approximating the
number of participants per condition in Wonnacott et al. (2008; N =14 per condition), while
also allowing us to balance verb types across subcategories across participants. Participants
were assigned to conditions randomly by alternating conditions as participants joined the
study.

Language structure

The language used in this study consisted of 5 nouns, each of which was uniquely associated with
a plush animal puppet, and 18 verbs, 12 of which were introduced during the first 3 days of learning
and 6 of which were withheld and used as novel verbs during the testing phase of the study. The
language had two possible sentence structures: Verb-Agent-Patient (VAP) and Verb-Patient-Agent-ka
(VPA-ka). The “ka” marker was purely structural and carried no meaning. In other words, in
principle, any scene could be described with either the VAP or the VPA-ka forms. However, in this
study, each sublanguage had three distinct subclasses of verbs: six verbs could appear in both
structures, another six verbs were restricted to the VAP structure, and the remaining six were
restricted to the VPA-ka structure. In the statistics-only condition, verb subclass was unrelated to
verb meaning and each semantic subclass contributed an equal number of verbs to each structural
subclass. In the semantics condition, the semantic subclass of the verb predicted its structural subclass.
In both conditions, we counterbalanced the assignment of specific verbs to syntactic subclasses, such
that, across participants, each verb appeared in each subclass. In both learning conditions, two verbs
from each structural subclass were withheld during the learning period for use as novel verbs during
the testing period.

Procedure
Learning phase: days 1-3

Following Wonnacott et al. (2008), sessions on the first three days of the study had 3 parts. First,
participants were directly taught the nouns in the language. Each animal was presented in a still
photograph and named once by the experimenter. The images were then presented in a different order
and participants were asked to name each animal as it was presented. Participants received feedback
on their accuracy and were told the correct name of any animal that they mislabeled.

Next, participants watched brief videos of animal puppets interacting. Each video was accompanied
by an audio recording that described the scene using a semantically-appropriate, grammatical sen-
tence from the target language. Participants viewed these videos alone in a quiet room and were
encouraged to repeat the sentences aloud to help them learn the language. Participants were told to
press the space bar to move to the next video, so progress through the task was self-paced. These videos
were presented in a random order in two blocks, each of which lasted approximately 15 minutes. Every
video in the training set was presented once on each of the three training days. Two-thirds of the verbs
were presented during this phase (4 from each subclass; see the section above on Language Structure),
while one-third of the verbs were withheld until the testing phase of the study.

Following the video-watching portion of the session, each participant completed three short tasks
similar in format to the tasks that they would complete on days 4 and 5 of the study. These tasks each
consisted of 30 trials and only included the verbs used during the familiarization period. The tasks are
described in greater detail below. Although performance on these tasks was recorded, those data were
not analyzed and participants received no feedback.
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Testing phase: days 4 and 5

Each participant’s comprehension, production, and grammatical knowledge of the language was
tested on days 4 and 5 of the study. On these days, participants reviewed the animal names with
the experimenter, receiving feedback for correct responses. No participant incorrectly named an
animal on either testing day. Following the animal naming, each participant received a brief
“refresher” on the language, in the form of 30 videos randomly selected from the learning phase of
the study. After completing that refresher, participants began the full versions of the language
processing and production tests. All 18 verbs in the language were included in these tasks on both
testing days. Each participant completed the tasks in a random order, with a different order on
each of the test days. Participants were told on the test days that they would encounter new words
during the tasks and that they should assume that those new words were consistent with the
language they had been learning. At no point did participants receive feedback on their perfor-
mance on these tasks.

Acceptability judgment task

During the grammatical acceptability judgment task, participants viewed videos that were described
using one of the two sentence structures in the language. These sentences always contained the correct
nouns and verb for the scene. Participants were asked to indicate whether the sentence was “allowed”
in the language by pressing one of two keys on a laptop keyboard. Participants were asked to make
their decision as quickly as possible without sacrificing accuracy.

Comprehension task

During the comprehension task, participants saw two videos side-by-side and heard one sentence.
They were asked to indicate which video was described by the sentence by pressing a laptop keyboard
key below the video. One video was always fully consistent with the sentence, while the other served as
a foil. The foil video differed from the consistent video in one of three ways: different action (verb
comprehension), one different animal (noun comprehension) or reversed roles of the two animals
(structure comprehension).

Production task

In the production task, participants saw a video and were asked to describe it using a complete
sentence that was “allowed” in the language they were learning. Following Wonnacott et al.
(2008), participants were cued with the target verb at the beginning of each video. Participants
were recorded during this task and their responses were transcribed offline. Responses were
coded for whether the participant produced an utterance that contained the correct words to
describe the scene, whether the utterance took one of the two forms permitted in the language,
which of those two forms the utterance took, and whether the utterance correctly reflected the
roles of the two actors. Responses were further coded for whether the particular verb was
“allowed” in the structure that the participant used. For the purposes of analysis, an accurate
production had to contain the correct words for the animals and action in the appropriate order
to describe the scene, using the form consistent with the verb’s subcategory, and the particular
order had to be allowed in the language. Sentences in VPA order had to include the “-ka”
particle to be counted as correct. Minor mispronunciations of the animal names (e.g., flumat
instead of flugat) were counted as correct.
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Stimuli

The visual stimuli in this study consisted of brief (8-10second) videos of plush animal puppets
engaged in simple transitive actions. Those actions could be separated into three distinct categories:
brief contact actions (e.g., hug, kiss, pat), change of posture (e.g., turn around, knock over, flip upside
down) and caused motion along a path (e.g., drag, roll, push)." A female English speaker recorded each
of the words in the language in each sentence position and those recordings were spliced together to
create the auditory stimuli. The labels for the animals and the actions were consistent across the
languages. The only difference between the languages was which verbs were used in each structure.

All stimuli and tests were presented on a laptop computer using EPrime2 software (in the case of
the videos) or PowerPoint (in the case of the still images). Because participants’ responses triggered the
next stimulus, progress through the study was self-paced.

Results

Our analyses examined the effects of condition and of verb familiarity on accuracy for each test type.
We used logit mixed model analyses implemented in R (R Core Team, 2015) using lme4 (Bates et al.,
2015). Familiarity (familiar vs. novel) and condition (statistics-only vs. semantics) were fixed effects.
Although best practice is to use a fully maximal model, including random slopes (Barr et al., 2013), no
model with random slopes converged. Therefore, participant and trial were included as random
intercepts without random slopes in all analyses. Fixed effects were contrast coded. All data and
analysis code are available from the first author upon reasonable request.

Comprehension results

Participants in the statistics-only condition were accurate on 94% of comprehension trials and
participants in the semantics condition were accurate on 91% of trials. The rate of correct responses
is slightly lower in this sample than the approximately 95% accuracy rate reported by Wonnacott et al.

Familiar Novel
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\
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Noun Verb Structure Noun Verb Structure
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Figure 1. Average proportion correct by participant in the comprehension task.

"In the language used by Wonnacott et al. (2008), all verbs described simple transitive events, mostly involving brief contact,
although some involved a change in location or posture. Critically, the structural properties of those verbs were completely
randomized across participants and meaning never predicted subclass.
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Table 1. Results for fixed effects in the mixed model of data from the comprehension task.

Effect Estimate Standard Error z

Intercept 3.049 0.152 20.095%**

Condition 0.452 0.267 16.91

Familiarity 0.081 0.152 0.535

Condition x Familiarity 0.133 0.243 0.547
**¥p <.001.

(2008), but still quite high. As shown in Figure 1, there was no main effect of learning condition on
comprehension (z=1.691, p = .091). The comprehension task also showed no main effect of famil-
iarity (z=0.535, p=.593) and no interaction of familiarity and condition (z=0.547, p =.585).
Participants in both conditions learned to understand the nouns, verbs and structures in this language
and could extend that knowledge to understand sentences containing novel verbs. The results of the
mixed model analysis of comprehension are presented in Table 1. These findings indicate that
participants in both conditions had sufficiently verb-general understanding of the two structures in
the language to comprehend both familiar and novel verbs in these structures. Additionally, we
considered whether there were meaningful differences in comprehension accuracy depending on
the foil type (different nouns, different action, or reversed roles; contrast coded for analysis). We found
that a model including a simple effect of foil type was a better fit to the data than a model that did not
contain this factor (x*(2) =27.12, p<.001). This finding indicates that participants had higher
accuracy for comprehending the nouns than for comprehending the verbs and the argument structure.
However, including an interaction for foil type in the model did not improve fit relative to the simple
effect, suggesting that foil type did not interact with the other factors (x*(6) =3.11, p =.795).
Therefore, we can conclude that trials on which the foil video contained the wrong nouns were easier
for participants than trials involving other kinds of foil videos, but that this did not interact with
familiarity or condition.

Grammatical acceptability results

Participants in the semantics condition judged the grammatical acceptability of sentences with greater
accuracy than did participants in the statistics-only condition and both groups performed better with
familiar than with novel verbs (Figure 2). Participants in the semantics condition correctly judged the

Familiar Novel

1.00- — |
5 0.75-
@ . .
5
(&)} = Condition
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5 B3 Semantics
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B 25-

0.00- =

both ka no ka both ka no ka
Verb Type

Figure 2. Average proportion correct by participant in the grammaticality task. A “correct” response was defined as either correctly
categorizing a sentence as grammatical or as correctly rejecting a sentence as ungrammatical.



LANGUAGE LEARNING AND DEVELOPMENT . 9

Table 2. Results for fixed effects in the mixed model of data from the grammaticality
judgment task.

Effect Estimate Standard Error z
Intercept 1.151 0.281 4.093%**
Condition 1.545 0.562 2.75%*
Familiarity 0.462 0.054 8.66***
Condition x Familiarity 0.37 0.1 3.7%%%

*p < 01; *¥p <001,

grammaticality of 76.32% of utterances, while participants in the statistics-only condition correctly
judged the grammaticality of 61.5% of utterances. The mixed model analysis found significant main
effects of condition (z = 2.75, p =.006) and of familiarity (z = 8.66, p <.001). It also found a significant
interaction of familiarity and condition (z=3.7, p <.001). The complete results of this analysis are
shown in Table 2. Post-hoc comparisons showed that participants in the statistics-only condition were
less accurate at judging grammaticality for novel verbs than participants in the semantics condition (¢
(11) =3.62, p =.002). The two groups did not differ in the accuracy of their acceptability judgments of
familiar verbs (#(11) = 1.56, p =.13), indicating that the participants in both conditions were compar-
able to one another in learning the grammatical properties of verbs encountered during the learning
phase. Participants in the semantics condition extended the relationship between verb meaning and
structural subclass when making judgments about the use of unfamiliar words, while those in the
statistics-only condition had no basis for making these judgments. The distributions of grammaticality
judgments across verb types and learning conditions are shown in Table 3. Participants in the
statistics-only condition were less consistent in their grammaticality judgments than the participants
in Experiment 1 of Wonnacott et al. (2008), although the study presented here cannot be directly
compared because of differences in the frequency distributions of the verb. However, participants in
the semantics condition showed greater systematicity in their judgments.

One possible cause of this higher level of systematicity in the grammatical acceptability judgments
of participants in the semantics condition could be the nature of the errors made by participants in the
statistics-only condition. Because these participants have no meaningful basis for rejecting a use of
a novel verb as ungrammatical, they may simply have accepted all uses of novel verbs. This means that
they may be more likely to make “false alarm” errors (incorrectly accepting a use) than “miss” errors
(incorrectly rejecting a use). To evaluate this possibility and better understand the nature of the errors
that participants made when judging grammaticality, we fit another model adding response type as
a factor. In this model, a response of “acceptable” that was accurate would represent a “hit,” a response
of “acceptable” that was inaccurate would represent a “false alarm,” a response of “unacceptable” that
was correct would represent a correct rejection, and an incorrect “unacceptable” response would
represent a “miss.” In this model, learning condition, verb familiarity, and response type (hit, miss,
false alarm, correct reject) were all fixed factors, and participant and item were included as random
intercepts. The outcome variable was accuracy of response. All fixed effects were contrast coded.

This model found significant main effects of learning condition, verb familiarity, and response type
on accuracy, as well as significant interactions of learning condition and verb familiarity and of verb

Table 3. Percentage of utterances judged as grammatical by verb type, sentence type, and
learning condition.

Learning Condition Verb Type Sentence Type
VAP VPA-ka
Statistics-Only Alternating 91.75 85.15
VAP only 96.86 60.37
VPA-ka only 77.86 88.39
Semantics Alternating 93.46 95.71
VAP only 95.69 41.39

VPA-ka only 45.43 98.26
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Table 4. Results for fixed effects in the mixed model including response type (grammatical vs. ungram-
matical) of the data from the grammaticality task. Accuracy was the outcome measure.

Effect Estimate Standard Error z
Intercept 1315 0.262 5.016%**
Condition 1.51 0.528 2.861**
Familiarity —-0.708 0.073 —9.704%**
Response 0.611 0.08 7.659%**
Condition x Familiarity 0.382 0.146 2.614**
Condition x Response 0.121 0.16 0.76
Familiarity x Response —-0.745 0.147 —5.079%**
Condition x Familiarity x Response 0.229 0.294 0.779

*p < 01; **p < .001.

familiarity and response type, but not of response type and learning condition. The three-way
interaction of these factors was also not significant. Complete results of this analysis can be found
in Table 4. These findings indicate that participants are more likely to be accurate when they accept
a sentence as grammatical than when they reject it as ungrammatical, and that they are more likely to
incorrectly accept as grammatical utterances with unfamiliar verbs. The lack of interaction of response
type with learning conditions indicates that, while participants in the semantics condition were more
accurate overall, this difference was not due to different patterns of “misses” versus “false alarms”
between conditions. Of errors made by participants in the statistics-only condition, 88.36% were false
alarms, while the errors made by participants in the semantics condition were 91.43% false alarms. The
most likely grammaticality judgment error was incorrect acceptance of a sentence as grammatical,
regardless of the learning condition.

Familiar Novel

- m T =
+ 075
[0
= .
o ol
o Condition
& 0.50- . B3 Statistics
5 B3 Semantics
[ %
=)
—
0 0.25-

0.00-

both ka no both ka no
Verb Type

Figure 3. Average proportion correct by participant in the production task. A “correct” production was defined as containing the
correct lexical items in an appropriate structure to describe the event. Incorrect productions for sentences with verbs that could be
used in either structure contained one or more incorrect nouns.

Table 5. Results for fixed effects in the mixed model of data from the production task.

Effect Estimate Standard Error z
Intercept 1.816 0.296 6.128***
Condition 1.573 0.592 2.655%*
Familiarity 0.485 0.064 7.542%%*
Condition x Familiarity 0.047 0.125 0.706

**p <.01; ***p <.001.
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Production results

The results of the production tests, shown in Figure 3, showed a significant main effect of familiarity
(z=7.542, p <.001) and a significant main effect of condition (z =2.655, p = .008), but no familiarity
by condition interaction (z=0.378, p = .705). The complete analysis results are in Table 5. These
findings showed that all participants were better at producing familiar verbs in appropriate sentence
structures, but that participants in the semantics condition used the relationship between verb mean-
ing and verb subcategory to extend their use of novel verbs to the target structures and to bolster their
use of familiar verbs as well. Participants in both learning conditions showed a preference for the VAP
structure for the alternating verbs (68% for statistics-only; 73% for semantics) and for the VAP only
verbs (82% for statistics-only; 92% for semantics). While participants in the semantics condition
preferred to produce the VPA-ka structure for those verbs that were only allowed in the VPA-ka
structure (57%), participants in the statistics-only condition preferred the VAP structure for VPA-ka
only verbs, producing the VAP structure with those verbs 59% of the time. In this case, the statistics-
only participants do not mirror the behavior of the participants in Experiment 1 of Wonnacott et al.
(2008), who preferred the VPA-ka structure for those verbs that only occurred in that structure.
Participants in the statistics-only condition were less able to produce grammatical sentences in the
language overall, even for familiar verbs. This difference from the Wonnacott et al. (2008) study may
be due to the smaller number of “refresher” sentences that participants were provided with on testing
days. Participants in the present study saw only 30 videos on testing days, all at the very beginning of
the testing session, while participants in Wonnacott et al. (2008) were re-exposed to 120 sentences
from the learning phase divided across three different exposure sessions during the testing days,
potentially improving their memory for which words occurred in each structure. These findings
indicate that a relationship between meaning and form can support the productive extension of new
verbs to appropriate sentence structures and can facilitate participants’ memory for which words occur
in each structure.

Another question to explore with regard to production is whether the learning condition affected
participants’ likelihood of producing both structures for those verbs that were allowed to alternate. All
but three participants (one in the statistics-only condition and two in the semantics condition)
produced both forms for the alternating verbs; those who did not exclusively produced the VAP
structure. There was no difference in the percentage of VAP productions between the two learning
conditions (t(22) = 0.444, p = .661). All participants, regardless of learning condition, showed a bias
toward the VAP form, producing it 70.5% of the time for alternating verbs, but learning condition did
not impact the production of both forms overall. The bias to produce the VAP structure may reflect an
effect of the participants’ first language (English). The VPA-ka structure, which places the object
before the subject and requires a particle, has similarities to the English passive, which is rare in the
spontaneous speech of American English users (Roland et al., 2007). Alternatively, it could reflect the
well-attested cross-linguistic bias to put subjects before objects in basic word orders.

One might also expect that participants’ decisions about the grammatical acceptability of
a particular structure with a given verb would affect their choice of form when producing
a sentence with that verb. To investigate this issue, we looked at the relationship between the
proportion of productions in the VAP form (i.e., without the “ka” particle) and participants’ propor-
tion of incorrect “acceptable” grammaticality judgments for each verb subcategory. We fit a mixed
effects model with proportion VAP productions as the outcome variable, and verb subcategory,
learning condition, and false alarm rate as fixed effects. We also included participant as a random
intercept, as the model with by-participants random slopes did not converge. This model showed that
false alarm rates were significantly related to the likelihood of producing the VAP structure (t(132.5) =
3.65, p<.001), Participants consistently produced fewer VAP structures for verbs in the VPA-ka
subcategory (t(137.3)=-5.145, p <.001), and participants with overall higher false alarm rates produced
more VAP forms (t(132.5) = 3.65, p <.001). However, there was no effect of learning condition in this
analysis (t(23.3) = 0.652, p = .521).
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Discussion

This study demonstrated that a relationship between verb meaning and syntax facilitates artificial
language learning by adults. While participants in both learning conditions were able to comprehend
the language they had learned with a high degree of accuracy, those in the semantics condition were
better able to produce grammatical utterances in the language. Additionally, adult learners can use
such a relationship to guide their use of novel verbs. Learners in the semantics condition used the
relationship between verb meaning and syntax to judge the grammatical acceptability of novel verb
uses with a higher degree of accuracy and to produce novel verbs in appropriate structures, as
compared to participants in the statistics-only condition who had no basis for determining how
novel verbs should be used, as each structure was equally likely in their experience. These findings
support an account by which statistics and semantics operate in tandem during learning. Meaning-
based cues to structure are not used only when statistics are unavailable. Rather, meaning cues support
learning overall and improve learners’ ability to extend novel verbs to unattested structures.

These findings are consistent with an account of language learning in which verb meaning and
syntax are entwined. This idea underlies both the Semantic Bootstrapping (Pinker, 1989) and Syntactic
Bootstrapping (Gleitman, 1990) hypotheses regarding natural language learning. Children are known
to use the relationship between verb meaning and verb subcategory to make decisions about novel
words. Infants use factors such as number of noun phrases to guess the meanings of novel verbs
(Arunachalam & Waxman, 2010; Yuan & Fisher, 2009) and older children use verb meaning to
determine the limits of that verb’s use in particular structures (Ambridge, Pine, & Rowland, 2012;
Gropen et al., 1989). However, previous artificial language research has focused almost exclusively on
the use of distributional cues in learning with researchers hypothesizing that distributional learning
precedes the incorporation of meaning-based cues (e.g., Wonnacott et al., 2008). We have shown here
that adults with less than 3 total hours of exposure to a miniature artificial language can use a form-
meaning relationship to constrain their uses of novel verbs and to improve language learning overall.
This demonstrates that adults will use both meaning and distributional cues in their earliest stages of
learning a new language. Learners do not need an extended period of distributional learning before
they can incorporate meaning cues.

These findings complement previous work on the learning of structure meanings. Perek and
Goldberg (2015, 2017) and Thothathiri and Rattinger (2016) investigated how the meaning of
a structure could be learned and extended to new verbs. In those studies, participants were able to
learn that a construction could encode the strength of an effect or the interpretation of a third noun
without selecting specifically for verb meaning. Constructions affected the interpretation of the verb,
but were not restricted in terms of which verbs they could contain. The study presented here indicates
that learners can also detect a relationship between form and meaning where particular structures
select for semantic subclasses of verbs. While English-learning children have been shown to be
sensitive to semantic subclasses in such familiar alternations as the dative (Gropen et al., 1989) and
the figure/ground locative (Ambridge, Pine, & Rowland, 2012), participants in those studies had years
of experience with the target language, making it impossible to determine whether they had learned
a distributional pattern first and then applied meaning information to it or whether distribution and
meaning were learned in tandem. By using an artificial language paradigm, we have demonstrated
that, in principle, learners can use both cues to verb subcategorization at the earliest stages of learning
a language.

In this particular study, the relationship between syntax and verb meaning was somewhat
arbitrary, as both structures and all three semantic types described simple agent-patient inter-
actions. Syntactic distinctions between these meaning classes do exist in English (e.g., change-of-
posture verbs tend to be used in verb-particle constructions), but those distinctions are not
consistent with those made in this study. In this study, the specific relationship between
meaning and structure was counterbalanced across participants, so there was no risk of acci-
dentally capturing an unknown natural regularity. This means that participants were not
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drawing on an innate relationship between structure and meaning, nor were they relying on
a relationship that is familiar to them from English. They learned both the structure and the
meaning relationship during the study (see Casenhiser & Goldberg, 2005, for similar findings in
children).

These findings do not eliminate the possibility that statistics play a significant role in early language
learning. Indeed, participants in the statistics-only condition were able to understand the language just
as well as the participants in the semantics condition. They performed above chance in terms of
judging the grammaticality of sentences with known verbs and were able to use familiar verbs in an
appropriate structure much of the time, as were the participants in Wonnacott et al. (2008). Adults
were able to learn about artificial language alternations in the absence of a semantic cue; their learning
improved with the addition of the semantic cue.

The biggest differences between conditions surfaced with generalization to new items. Participants
in the statistics-only conditions were unable to predict the arbitrary structural subcategories of new
verbs, which was expected. They had no grounds for determining what would or would not be allowed.
They heard an equal number of instances of each structure and the same number of verb types in each
structure. However, the addition of a consistent relationship between verb meaning and structural
subclass boosted participants’ ability to judge grammaticality and to produce sentences in the
language. Unlike their counterparts in the statistics-only condition, participants in the semantics
condition were able to make informed decisions about the behavior of unfamiliar words in spite of
a relatively brief period of exposure. The presence of the semantic cue provided learners with a basis
for generalization. Whether another kind of cue, such as a phonological cue, could also support such
generalization is an open question. One might expect that, because natural languages do contain
relationships between verb meaning and alternations (Levin, 1993), semantic cues would be prefer-
entially used by learners, as they mirror natural properties of language, whereas relationships between
phonological properties of verbs and their argument structures are less widely reported. Empirical
research on this issue is warranted.

Another open question is how younger learners would perform in this task and whether the
implications of these findings can be extended to language learning by infants and toddlers. All of
the tasks that adult learners completed in this study involved overt responses, and the comprehension
and grammatical acceptability tasks required that they make a decision between two choices, which
may have led participants to try to “figure out” the rules of the languages more explicitly than a young
language learner would. The results presented here could, therefore, reflect a level of metalinguistic
reasoning that young language learners may not engage in. Indeed, recent research using an artificial
noun-particle relationship demonstrated that both adult and child participants showed the highest
degree of generalization when they were also explicitly aware of the semantic properties of the
relationship (Brown et al., 2022). Children in that study showed both lower awareness of the semantic
patterns in the language and reduced levels of generalization. Future work examining the role of
metalinguistic awareness in the learning of grammatical alternations would improve our understand-
ing of this factor.

It is also possible that younger learners will differ from adults due to their more limited information
processing capacities, which could make some forms of information more usable to learners. Previous
work has suggested that learners might use distributional information before semantic information
because that distributional information is more accessible at earlier stages of learning (Culbertson
et al., 2017; Gagliardi & Lidz, 2014). Developmentally, the cognitive burden of tracking two cues
instead of one may limit children’s ability to use semantic cues to verb subcategories alongside
distributional information. Scaled-down versions of artificial language studies examining verb proper-
ties can be conducted with children (e.g., Casenhiser & Goldberg, 2005; Wonnacott, 2011), and future
work examining the use of meaning cues by child learners in such studies would be informative
regarding whether children can use distribution and meaning as adults have in the present study or
whether they rely more heavily on distributional cues. This would indicate whether the results here can
be extended to hypotheses about the acquisition of natural languages.
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Finally, it is important to consider how meaning and distribution might work together in language
learning, particularly with regard to generalization. In the present study, participants in the statistics-
only condition had no basis for deciding which forms a novel verb could appear in because they had
experienced an even distribution of both structures and verb types. In natural languages, verb types do
not occur equally across experiences, nor do alternating structures appear with equal frequency. Prior
work on distributional learning of artificial sentence structures has demonstrated a benefit for skewed
verb distributions where one verb type is highly frequent relative to other verb types (Casenhiser &
Goldberg, 2005; Wonnacott et al., 2012, 2017). Research on learning artificial noun classes has shown
that meaning cues to noun class can support generalization, but that type frequency of those classes
does not impact generalization (Brown et al., 2022). Our findings show that semantic information
boosts generalization of novel verbs to appropriate sentence structures with an even distribution of
verb types and sentence structures. How the effect of meaning on generalization would be affected by
a skewed distribution of either verb types or sentence structures would be an interesting direction for
future research.

Adult learners in an artificial language paradigm learned verb subcategories more successfully
when verb meaning predicted structural subclass than they did when statistical information was the
only cue to verb subcategorization. They could also extend that meaning-structure relationship to
make judgments about permitted uses of novel verbs. These findings suggest that form-meaning
contingencies can be detected in the early stages of learning a language and that they complement
statistical information for learning about verb argument alternations. This finding is an important first
step in mapping out how learners integrate the various cues available during language learning and
provides evidence that meaning plays an important role in both in learning specific items and in
generalization.
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